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Cardiac magnetic resonance imaging (MRI) has become a crucial part of monitoring patients with congenital heart diseases. An important limitation of cardiac MRI using the prominent 3D steady-state free precession (3D-SSFP) sequence is its long scan time. Compressed sensing (CS) algorithm reduces the scan time by undersampling the data but increases the image reconstruction time because a non-linear optimization problem must be iteratively solved to estimate the missing data and reconstruct the images. The growing demand for reducing the examination time in cardiac MRI led us to investigate opportunities to accelerate this non-linear optimization problem to facilitate the migration of CS into the clinical environment. Using undersampled 3D-SSFP datasets acquired from five patients, we compared the speed and output quality of CS image reconstruction algorithm using a Central Processing Unit (CPU), a CPU with OpenMP parallelization, and two different Graphics Processing Unit (GPU) platforms. Reconstruction time had a mean of 13.1 minutes with a standard deviation of 3.8 minutes for the CPU, a mean of 11.5 minutes with a standard deviation of 3.6 minutes for the CPU with OpenMP parallelization, a mean of 2.2 minutes with a standard deviation of 0.3 minutes for the CPU with OpenMP plus NVIDIA k20m GPU, and a mean of 1.7 minutes with a standard deviation of 0.3 minutes for the CPU with OpenMP plus NVIDIA k40m GPU. The quality of images reconstructed on GPU and on CPU, as assessed by image subtraction, was comparable. Furthermore, necessary steps for implementation of rapid CS image reconstruction in the clinical environment are discussed.
Chapter 1

Introduction

Magnetic resonance imaging (MRI) is one of the main imaging modalities to generate images of the anatomy and physiological function of the body. Specifically, cardiac MRI has become an essential part of procedural planning and monitoring of children and adults with congenital heart disease [1][2].

An important cardiac MR sequence for acquiring high-resolution anatomic datasets of the entire thorax is the electrocardiogram and respiratory-gated three-dimensional steady-state free precession (3D-SSFP) sequence [3][4]. However, a notable limitation of this sequence is its long imaging time. Imaging by this method typically takes about 10-15 minutes for 1.2 mm$^3$ isotropic resolution [5]. During such a long scan time, the patient’s heart rate, breathing pattern, and position may change which could lead to a non-diagnostic image quality. To avoid image distortions due to these unwanted movements, clinicians may use sedation for patients which could cause serious neurological damage [6]. Also, sedating patients imposes additional costs on MRI. To reduce the imaging time and minimize the negative effects of variations in heart rate, breathing pattern, and gross motion of patients on image quality; compressed sensing (CS) may be used as a promising acceleration technique [7].

Applying the CS technique to reduce the imaging time increases the post processing time, because the unmeasured data should be estimated using CS image reconstruction. CS image reconstruction is based on solving an iterative, computationally intensive, non-linear optimization problem to estimate the whole image from undersampled data. Thus CS reduces the scan time with the cost of increased image reconstruction time. To use CS imaging in clinical settings we need to accelerate the image reconstruction to make the combined CS-based imaging and reconstruction time lower than the non CS imaging methods.
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In this thesis, parallel processing is used to accelerate CS reconstruction for 3D cardiac MR imaging datasets acquired from patients. Specifically, we used OpenMP programming for parallel processing on a Central Processing Unit (CPU). In addition, after determining that the iterative estimation step is the major contributor to reconstruction time, an NVIDIA Graphics Processing Unit (GPU) platform [8] is used to accelerate this step using CUDA with the goal of reducing the total reconstruction time. We used Berkeley Advanced Reconstruction Toolbox (BART) [9] to implement the $\ell_1$-ESPIRiT CS reconstruction algorithm [10] on GPUs. This thesis makes the following contributions:

- Integrate the $\ell_1$-ESPIRiT algorithm using tools from BART, chaining and configuring the proper blocks to create a functional CS reconstruction
- Adapt the acquired patient datasets to the BART framework for GPU implementation using lossless compression
- Apply the BART framework to patient datasets of different sizes for CS MRI
- Study different implementation methods for CS reconstruction using parallelism (OpenMP and CUDA)
- Extend the OpenMP parallelism in BART
- Evaluate execution time and quality of reconstructed images of 5 patients
- Identify potential steps for further acceleration in reconstruction time
- Facilitate the use of CS MRI in clinical settings

1.1 Thesis Organization

This thesis is organized as follows. In Chapter 2, we present background on MRI and compressed sensing image reconstruction algorithm as well as related work. Chapter 3 introduces the experimental setup, patient study, and the $\ell_1$-ESPIRiT CS reconstruction algorithm. Chapter 4 describes the experiments we performed and the comparison of execution times and reconstructed image quality for different implementations. We conclude and discuss the limitations of our study and future work in Chapter 5.
Chapter 2

Background

In this chapter, the MRI scanner structure and the MR image formation process are described. Also, the compressed sensing method and different categories of reconstruction algorithms are explained. Then, the recent related work is discussed.

2.1 Magnetic Resonance Imaging (MRI) Scanners and Imaging Time

MRI scanners use strong magnetic fields to align the nuclear spins in the hydrogen atoms of the human body’s water molecules. Following that, radio transmitters are used in the scanners to excite those nuclear spins for releasing radio frequency (RF) energy before going back to equilibrium. Gradient coils are used to create gradients in the main magnetic field for mapping different scan locations to different frequencies. The RF energy that the nuclear spins release are sensed using the receive RF coils. Then the sensed signals are sampled in the frequency domain to extract the contribution of each spin to the frequency spectrum. In this process, we can either acquire all of the samples from the MRI scanner to form the full image without aliasing, eliminating the need for image reconstruction, or randomly acquire a portion of the samples using undersampling techniques, such as compressed sensing (CS), to form a partial and then compensate the aliasing introduced by undersampling using an image reconstruction algorithm. The image reconstruction algorithm reconstructs the full image with the cost of more post-processing [11].

An important method to acquire cardiac MR images is steady state free precession (SSFP) sequence. SSFP is a variant of gradient echo imaging that produces bright blood images with great contrast between myocardium and blood within the heart [12]. The 3D-SSFP is a very commonly used acquisition method in 3D cardiac MRI because of its high signal to noise ratio. The acquisition
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time for a 3D-SSFP dataset can be reduced from about 15 minutes to about 3.5 minutes using the CS scanning method, however the corresponding CS image reconstruction can take up to 18 minutes on a CPU making the overall CS-based imaging and reconstruction time more than 20 minutes. To use CS imaging in clinical settings we need to accelerate the image reconstruction to make the overall CS-based imaging and reconstruction time lower than one minutes.

2.2 Parallel Magnetic Resonance Imaging (pMRI)

Parallel magnetic resonance imaging (pMRI) takes advantage of spatial sensitivity information inherent in an array of multiple receiver surface coils to partially replace time-consuming spatial encoding, which is normally performed by switching magnetic field gradients. In this way, only a fraction of phase-encoding steps have to be acquired, directly resulting in an accelerated image acquisition while maintaining full spatial resolution and image contrast. Besides increased temporal resolution at a given spatial resolution, the time savings due to pMRI can also be used to improve the spatial resolution in a given imaging time. Furthermore, pMRI can diminish susceptibility-caused artifacts by reducing the echo train length of single- and multi-shot pulse sequences. There are different pMRI methods which can be categorized as follows:

- The pMRI methods based on regular undersampling patterns and linear reconstructions: In these methods, the samples are acquired using a non-random pattern from the MRI scanner. This can be done by acquiring equidistantly k-space \[13\] lines and then reconstructing the image using a linear algorithm. The reconstruction can either take place in image space, for example in SENSE \[14\] or PILS \[15\], which consists of an unfolding or inverse procedure, or in k-space, for example in SMASH \[16\] or GRAPPA \[17\], which consist of a calculation of missing k-space data. Hybrid techniques, such as SPACE RIP \[18\], are also available which combine the procedures from different regular imaging techniques. However, if we study these reconstruction algorithms from a linear system perspective, many common blocks and features can be found among them which can help one to combine or optimize different algorithms to create a faster or more accurate reconstruction algorithm for a particular application \[19\]. Also, it facilitates the decomposition of algorithms into building blocks and development of a common implementation framework.

- The pMRI methods based on random undersampling patterns and nonlinear reconstructions: In these methods, the samples are acquired using a random pattern from the MRI scanner.
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This can be done by random undersampling methods such as variable density Poisson disc sampling \cite{20} in CS MRI. The unmeasured data is then estimated by solving an iterative non-linear optimization problem. The $\ell_1$-ESPIRiT algorithm \cite{10} is an example of the CS reconstruction methods.

The advantage of pMRI methods based on regular sampling is that, the image reconstruction is done using a linear algorithm while in the pMRI techniques with random sampling, the image reconstruction is a nonlinear procedure. The typical undersampling factor or acceleration rate in the regular sampling is about 2-4. To push the acceleration rate higher to about 6-8 to further reduce the acquisition time, pMRI techniques using CS are commonly used in MRI.

2.3 Compressed Sensing (CS) Imaging and Reconstruction

CS arose in the literature of information theory and approximation theory as a high-level mathematical idea \cite{21} \cite{22} \cite{23}. The aim is to measure a relatively small number of signal samples using a random sampling method, in fact much smaller than the number of samples nominally defining the signal. However, since the underlying signal is compressible, the unmeasured signal samples could be estimated from the few acquired samples. Therefore, the signal can be reconstructed with good accuracy from relatively few measurements by a nonlinear procedure. In MRI, we look at a special case of CS where the sampled linear combinations are individual Fourier coefficients (k-space samples). CS can allow accurate reconstructions from a small subset of k-space, rather than an entire k-space grid if all of the following requirements are fulfilled \cite{24}:

- Transform sparsity: The target image should have a sparse representation in a certain transform domain (i.e., it must have a few non-zero elements in a given domain).

- Incoherence of undersampling artifacts: The artifacts in linear reconstruction caused by k-space undersampling should be incoherent (white Gaussian noise) in the sparsifying transform domain.

- Nonlinear reconstruction: The image should be reconstructed by a nonlinear procedure that enforces both sparsity of the image representation and consistency of the reconstruction with the acquired samples.

Real-world images images with non-random structures or natural images \cite{25} can usually be compressed with little or no perceptible loss of information. Transform-based compression is a
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widely used method adopted in different image standards. This strategy first applies a sparsifying
transform, mapping image content into a vector of sparse coefficients, and then encodes the sparse
vector by approximating the most significant coefficients and ignoring the smaller ones. The discrete
wavelet transform (DWT) is a common sparsifying transform \[26\]. Most MR images are sparse in an
appropriate transform domain so the first condition is met for MR images. The fact that incoherence
is important, means that MR acquisition can be designed to achieve incoherent undersampling.
Finally, for the third requirement, there are various non-linear algorithms for CS reconstruction. We
used $l_1$-ESPIRiT in our study.

To summarize, in CS reconstruction algorithm, an iterative non-linear optimization problem
is solved to estimate and reconstruct images from very few randomly sampled image data. This
algorithm is based on two principles: a) the samples should be randomly acquired, and b) for image
reconstruction, the images should be sparse in a certain domain. This algorithm then reconstructs the
images by iteratively optimizing a non-linear cost function ensuring that the output images are 1)
consistent with the acquired samples and 2) sparse in a given domain after each iteration.

2.4 $l_1$-ESPIRiT CS reconstruction algorithm

As mentioned in Section 2.2 there are different types of reconstruction algorithms with various
properties. These algorithms can be categorized as follows:

- Reconstruction algorithms based on explicit knowledge of the coil sensitivities. An example is
  SENSE \[27\].

- Reconstruction algorithms based on local kernels in k-space, which exploit the learned correla-
tion between multiple channels in neighboring points in k-space. Examples are GRAPPA \[17\]
  and SPIRIT \[28\].

- Reconstruction algorithms that can combine the advantages of the first and second categories.

Algorithms based on explicit knowledge of the sensitivities allow optimal reconstruction
(e.g. in terms of minimum mean square error or minimum variance unbiased estimation, when used
with exact sensitivities). However, it is often hard to accurately and robustly measure the sensitivities
and even small errors can result in inconsistencies that lead to visible artifacts in the image. On the
other hand, algorithms based on learned correlations tend to fail for high acceleration factors, but are
much more robust to errors. This later property makes them the preferred choice in clinical practice.
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today. The $\ell_1$-ESPIRiT reconstruction, which is used in this research, combines the advantages of SENSE with robustness to certain errors similar to GRAPPA \cite{10}.

2.5 Related Work

Different approaches have been proposed for accelerating CS reconstruction on various types of 1- or 2-dimensional data. Some researchers suggested using the Barzilai-Borwein and Split Bergman formulations on a single GPU or multiple GPUs. Park et al. employed Barzilai-Borwein formulation and a GPU implementation to speed up CS reconstruction up to 7-fold compared to a multi-core CPU implementation \cite{29}. Smith et al. \cite{30} used a Split Bergman solver in the CS reconstruction algorithm and implement it on a GPU platform to achieve up to 27-fold speed up compared to a multi-core CPU implementation. A multi-GPU implementation was proposed by Quan et al. achieving up to 7-fold speed up compared to a CPU implementation \cite{31}. GPU implementation was also used for accelerating CS reconstruction on 2D cine MRI datasets \cite{32}. Kulkarni et al. and a few other research groups accelerated 1D or 2D CS reconstruction process using Field Programmable Gate Arrays (FPGAs) \cite{33} \cite{34} \cite{35}. Although these efforts were successful in speeding up the CS reconstruction, they are limited to 1D or 2D datasets and missed the general and expandable structure for 3D CS reconstruction.

Different methods have been proposed to accelerate CS reconstructions for 3D MRI and computed tomography datasets using GPU, FPGA, and Intel’s Many Integrated Core (MIC) architectures. Nett et al. proposed a GPU implementation of a CS reconstruction algorithm for Computed Tomography (CT) scans \cite{36}. Similarly, Chen et al. implemented a CS reconstruction algorithm on FPGAs for CT datasets \cite{37}. Kim et al. investigated the development and optimization of a CS reconstruction algorithm on CPU, GPU, and Intel’s MIC architectures for 3D MRI datasets \cite{38}. Compared to CPUs, they showed about a 5-fold speed up using Intel’s MIC platform. In \cite{39} Stone et al. reported 21-fold speed up of MRI reconstruction time with a GPU implementation compared to a CPU implementation for human brain datasets. Nam et al. also showed 58-fold speed up compared to a serial C++ CPU implementation using a GPU implementation \cite{40}. These studies, however, are not applied and analyzed on patient datasets with various dimensions. The aim of this study was to accelerate the $\ell_1$-ESPIRiT CS reconstruction algorithm for 3D MRI patient datasets using GPUs and evaluate the result for clinical usage. We used CPU and GPU compute nodes from the Northeastern University Discovery Cluster \cite{41} for our experiments. For accelerating the CS reconstruction, we used OpenMP \cite{42} which supports a shared memory multi-threading parallel programming model.
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Also, we used the CUDA framework for parallel processing on NVIDIA Tesla k20m/k40m GPUs to further speed up the CS reconstruction.
Chapter 3

Materials and Methods

In this chapter the experimental setup and the methods that we used for undersampling the data, reconstructing it, and evaluating the result are described. The numerical results reported in Chapter 3 and Chapter 4 are in the format of mean ± standard deviation.

3.1 Data Acquisition

Cardiac MR imaging using 3D-SSFP sequence takes about 10-15 minutes [3][4]. This long acquisition time is due to the fact that the cardiac and respiratory motions should be compensated for acquiring a sharp image. To freeze the cardiac motion, the data is segmented and each segment is acquired at a specific cardiac phase where the heart has the least motion. This means that for acquiring the whole dataset, multiple cardiac cycles or heart beats are needed. Another motion that should be compensated is the respiratory motion. Based on the patient’s breathing pattern, the acquisition is confined to the respiratory end expiration. These acquisition strategies make the 3D-SSFP sequence a time consuming acquisition method, however it provides very high signal to noise ratio (SNR). To reduce the acquisition time, one could only sample a subset of data and estimate the unmeasured data using a compressed sensing (CS) reconstruction algorithm.

3.2 Data Undersampling

We used CS technique in cardiac MR imaging to reduce the imaging time of 3D-SSFP sequence. The 3D-SSFP data was randomly undersampled using a variable density Poisson disc sampling pattern [20]. Poisson disk sampling produces points that are tightly packed but regularly distributed,
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and the distance among the points cannot be smaller than a specified threshold. The reason that the variable density Poisson disk sampling method is used to undersample the k-space \[13\] is that, the energy distribution is not equal in different sections of k-space. In fact, the density of energy varies from central to peripheral sections. The center or direct current (DC) part of k-space carries the majority of signal energy and the peripheral sections contain a small amount of total energy. Therefore, the central 2% of k-space is fully sampled and from the peripheral sections 16% of data is randomly sampled as shown in Figure 3.1. In total 18% of the data is sampled and the imaging time is reduced by a factor of 6.

![Comparison of fully sampled and undersampled data](image)

Figure 3.1: (a) Pattern of fully sampled dataset compared with (b) pattern of variable density Poisson disc undersampled data to achieve about 6 fold reduction in 3D-SSFP acquisition time.

### 3.3 Patient Study

To compare different implementations of $\ell_1$-ESPIRiT CS reconstruction, 5 patients (age 22.6 ± 11.1 years, 3 females) with congenital heart disease referred for cardiac MRI exams were recruited. For each patient, a 3D-SSFP sequence was acquired with the following parameters: field of view about $386 \times 230 \times 120$ mm$^3$, voxel size 1.5 mm$^3$ reconstructed to 0.75 mm$^3$, flip angle 90°, echo time 2.4 ms, repetition time 4.7 ms, and bandwidth 542 Hz. The datasets acquired from patients had different dimensions because the patients had different thorax sizes. The ages of patients and dataset dimensions are shown in Table 3.1.

The Boston Children’s Hospital Committee on Clinical Investigation approved this study, and written informed consent was obtained from the patients.
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Table 3.1: The ages of the patients under study and the dimensions of the acquired datasets in 3 orthogonal directions.

<table>
<thead>
<tr>
<th>Dataset Dimension</th>
<th>Age (yrs)</th>
<th>Frequency encode (read-out)</th>
<th>Phase encode</th>
<th>Slice encode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient 1</td>
<td>14</td>
<td>512</td>
<td>128</td>
<td>113</td>
</tr>
<tr>
<td>Patient 2</td>
<td>18</td>
<td>512</td>
<td>145</td>
<td>96</td>
</tr>
<tr>
<td>Patient 3</td>
<td>18</td>
<td>512</td>
<td>141</td>
<td>128</td>
</tr>
<tr>
<td>Patient 4</td>
<td>21</td>
<td>512</td>
<td>170</td>
<td>121</td>
</tr>
<tr>
<td>Patient 5</td>
<td>42</td>
<td>512</td>
<td>157</td>
<td>124</td>
</tr>
</tbody>
</table>

3.4 $\ell_1$-ESPIRiT Implementation

The Berkeley Advanced Reconstruction Toolbox (BART) \cite{9} was used for implementing the $\ell_1$-ESPIRiT CS reconstruction on CPU and on GPU. BART is a framework for computational MRI which has a programming library that includes common operations on multi-dimensional arrays, such as Fourier and wavelet transforms, for CPU and for GPU. It also has generic implementations of iterative optimization and reconstruction algorithms and a toolbox of command line programs which provide direct access to basic operations and efficient implementations of many CS calibration and reconstruction algorithms.

We implemented the $\ell_1$-ESPIRiT CS reconstruction algorithm in four main stages as shown in Figure 3.2. In the first stage, the undersampled data was modulated by a complex exponential in the frequency domain (FFTMOD). Then the data from the parallel receiver coils were projected onto eight orthogonal virtual channels in the coil compression stage (CC). For our datasets the samples are acquired from a maximum of 25 parallel receiver coils. In the next stage, the coil sensitivities were estimated using the ESPIRiT calibration method (ECALIB). Finally, in the Parallel Imaging Compressed Sensing reconstruction stage (PICS), an iterative non-linear optimization problem was solved to estimate the unmeasured data and reconstruct the complete image.

To implement $\ell_1$-ESPIRiT CS reconstruction, a Matlab script was written to call, configure and properly connect four different command line programs, fftmod, cc, ecalib, and pics.
Figure 3.2: The main stages of the \( \ell_1 \)-ESPIRiT CS reconstruction algorithm are FFTMOD, CC, ECALIB, and PICS. In the FFTMOD stage, the k-space is modulated along specified directions. In the CC stage, the data from up to 25 parallel receiver coils is compressed. In the ECALIB stage, the coils sensitivities are estimated. In the PICS stage, the unmeasured data estimation for image reconstruction is performed.
from the BART framework. The pics program which was the main part the $\ell_1$-ESPIRiT CS reconstruction, included CPU and GPU implementations of 3D fast Fourier transform (FFT) and inverse 3D FFT for converting the data from image domain to frequency domain and vice versa on CPU and on GPU. Also, CPU and GPU implementations of divergence-free wavelet transform were used to sparsify the data, so that the unmeasured samples could be estimated in the wavelet domain on CPU and on GPU. These implementations were based on the custom designed libraries from BART as well as third-party libraries, such as linear algebra package (LAPACK) and CUFFT. This script was also used for reading the datasets and extracting the raw data for processing, coarse grain profiling of the execution times, writing back the results to the appropriate files, and visualizing the results. The parameters for different stages of the $\ell_1$-ESPIRiT algorithm were configured as shown in Table 3.2. The values of these parameters were fixed in all of our experiments. The description of the parameters in Table 3.2 is as follows:

- **FFTMOD parameter**: The parameter for determining the dimensions for which we apply modulation is encoded as a three bit binary pattern. Each bit in this pattern corresponds to a certain dimension and if a bit is set to 1, modulation is applied along that dimension. Therefore, we pass 6 which is 110 in binary to the fftmod program to apply modulation along the second and third dimensions.

- **CC parameter**: The parameter for specifying the number of target virtual channels for compression. To perform compression to 8 virtual channels, we pass \(-p 8\) to the cc program.

- **ECALIB parameters**: The parameters for determining the number of maps and the transition type for calibration. To estimate coil sensitivities using ESPIRiT calibration to generate 1 sensitivity map with smooth transitions using Soft-SENSE algorithm \([10]\), we pass \(-S\) (to specify the algorithm) and \(-m 1\) (to specify the number of maps) to the ecalib program.

- **PICS parameters**: The parameters for determining the number of iterations in the estimation step, the type of the algorithm for regularization and data sparsifying, and the regularization threshold. To perform parallel imaging compressed sensing reconstruction with 100 iterations using l1-wavelet method and 0.01 as regulation parameter, we pass \(-i 100 -l 1 -r 0.01\) to the pics program.

For executing the CS reconstructions, we used the Northeastern University Discovery Cluster compute nodes. The data was reconstructed using the the $\ell_1$-ESPIRiT CS algorithm on:
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Table 3.2: The parameters for different stages of the \( \ell_1 \)-ESPIRiT algorithm and their corresponding values in our experiments.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFTMOD</td>
<td>Modulation direction</td>
<td>6</td>
</tr>
<tr>
<td>CC</td>
<td>Number of target virtual channels</td>
<td>(-p) 8</td>
</tr>
<tr>
<td>ECALIB</td>
<td>Transition type</td>
<td>(-S)</td>
</tr>
<tr>
<td></td>
<td>Number of maps</td>
<td>(-m1)</td>
</tr>
<tr>
<td>PICS</td>
<td>Number of iterations</td>
<td>(-i) 100</td>
</tr>
<tr>
<td></td>
<td>Regularization method</td>
<td>(-l1)</td>
</tr>
<tr>
<td></td>
<td>Regularization threshold</td>
<td>(-r) 0.01</td>
</tr>
</tbody>
</table>

1. **A CPU without OpenMP parallelization**: In this implementation, no parallelization is used and all of the stages were serially executed. All the stages were implemented in C/C++ and compiled using the GNU compiler collection (GCC) [44] with \(-O3 -ffast-math\) optimization flags for level-3 optimization and also fast floating point mathematical operations. The CPU node had dual Intel E5-2650 eight core CPUs @ 2.00 GHz and 128 GByte of RAM.

2. **A CPU with OpenMP parallelization**: In this implementation, 32 threads was used for OpenMP parallelization in all of the stages. We extended the OpenMP parallelization to the main for loop of the fftmod program, using the parallel for pragma. All the stages were implemented in C/C++ and compiled with \(-O3 -ffast-math -fopenmp\) optimization flags using the GCC. The fopenmp flag was used for activating the OpenMP parallelization. The CPU node had dual Intel E5-2650 eight core CPUs @ 2.00 GHz and 128 GByte of RAM.

3. **A CPU with OpenMP + an NVIDIA k20m GPU**: In this implementation, only the PICS stage was accelerated on a k20m GPU using CUDA programming; the FFTMOD, CC, and ECALIB stages were performed on a CPU with OpenMP parallelization. The PICS code was compiled using NVIDIA CUDA Compiler (NVCC) [45] with \(-arch=sm_35 -m64\) flags to target an NVIDIA GPU device with compute capability of 3.5 and a 64-bit host architecture.
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Figure 3.3: On average the PICS stage contributed to 87% of the CPU reconstruction time in five patient datasets. The execution time of the PICS stage was 11.37 ± 3.66 minutes.

All other stages were compiled similar to the CPU with OpenMP implementation. The CPU node had dual Intel E5-2650 eight core CPUs @ 2.00 GHz and 128 GByte of RAM and the GPU node had NVIDIA Tesla K20m GPU with 2496 computing cores and 4.8 GB of global memory.

4. A CPU with OpenMP + an NVIDIA k40m GPU: In this implementation, only the PICS stage was accelerated on a k40m GPU using CUDA programming; the FFTMOD, CC, and ECALIB stages were performed on a CPU with OpenMP parallelization. Similar to the third implementation, the PICS code was compiled using NVCC with \texttt{-arch=sm\_35 -m64} flags, all other stages were compiled similar to the CPU with OpenMP implementation. The CPU node had dual Intel E5-2690 eight core CPUs @ 2.60 GHz and 128 GByte of RAM and the GPU node had NVIDIA Tesla K40m GPU with 2880 computing cores and 12 GB of global memory.

In all of the experiments, the number of iterations for the estimation part of the reconstruction algorithm is set to 100 so that the reconstruction time could be evaluated fairly for different datasets. As shown in Figure 3.3, on average the PICS stage took 87% of the reconstruction time on CPU in all datasets, so the PICS stage was accelerated using GPU.
3.5 Performance and Quality Evaluation Approach

The execution times of $\ell_1$-ESPIRiT CS reconstruction for 1) CPU, 2) CPU with OpenMP parallelization, 3) CPU with OpenMP + k20m GPU, and 4) CPU with OpenMP + k40m GPU, implementations were evaluated by coarse grain profiling of the four main stages in the algorithm (i.e., FFTMOD, CC, ECALIB, and PICS), including all of the file reads/writes, computations, CPU/GPU memory access latencies and Matlab script overhead. To ensure that the results were statistically robust, the reconstructions were repeated 10 times for each dataset in all four implementations, and the mean execution time was reported. Then, the bottlenecks in the execution times were determined through profiling. Mean absolute differences were calculated between reconstructed images from the implementations to quantitatively compare their reconstructed image quality. When image quality is similar, the mean absolute difference should be close to zero.

A two-tailed paired Student’s t-test \[46\] was used to compare the execution times. A $p$-value $\leq 0.05$ was considered statistically significant.
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Results and Discussion

In this chapter, we present our experimental results for CS reconstruction using CPU and GPU. We use execution time in minutes as a metric for comparing the performance in CPU and GPU implementations. Moreover, we evaluate the achieved speed up of reconstruction by accelerating the PICS stage using GPU. Finally, we use mean absolute difference for quantitative comparison of the quality of the reconstructed images on CPU and on GPU.

4.1 Imaging and Reconstruction Time

The acquisitions and reconstructions were successfully completed on the five patient datasets described in Chapter 3. The acquisition time for the MRI 3D-SSFP patient datasets after six fold undersampling was $3.4 \pm 1.0$ minutes. The acquisition time reduced from about 18 minutes to about 3.5 minutes using the CS technique.

We evaluated the execution time of the $\ell_1$-ESPIRiT CS reconstruction algorithm using four different implementations as follows:

1. **A CPU without OpenMP parallelization**: In this implementation all of the stages has been executed serially. The execution time of the PICS stage which performed the iterative part of the $\ell_1$-ESPIRiT CS reconstruction, was $11.37 \pm 3.66$ minutes. The execution time of ECALIB, CC, and FFTMOD stages were $1.11 \pm 0.09$ minutes, $0.34 \pm 0.05$ minutes, and $0.24 \pm 0.03$ minutes respectively. Figure 4.1 shows the execution times of each stage in this implementation.
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Figure 4.1: Execution times of the 4 main stages in the \( \ell_1 \)-ESPIRiT CS reconstruction algorithm on the CPU without OpenMP parallelization for 3D datasets in 5 patients (ordered according to increasing data size).

2. **A CPU with OpenMP parallelization**: In this implementation, OpenMP parallelization used in all of the stages. The execution times of PICS, ECALIB, CC, and FFTMOD with OpenMP parallelization were 10.60 ± 3.52 minutes, 0.59 ± 0.04 minutes, 0.16 ± 0.03, and 0.18 ± 0.03 minutes respectively. In this implementation the OpenMP parallelization is extended in the FFTMOD stage, which on average reduced the execution time of this stage about 20%. However, the FFTMOD stage still had slightly higher execution time compared to the CC stage. This is due to the fact that OpenMP parallelization is used to a greater extent in CC than in FFTMOD. Figure 4.2 shows the execution times of each stage in this implementation.

3. **A CPU with OpenMP + an NVIDIA k20m GPU**: In this implementation, OpenMP parallelization used in all of the stages. The execution times of PICS, ECALIB, CC, and FFTMOD were 1.24 ± 0.27 minutes, 0.65 ± 0.03 minutes, 0.15 ± 0.02 minutes, and 0.16 ± 0.03 minutes respectively. Figure 4.3 shows the execution times of each stage in this implementation.

4. **A CPU with OpenMP + an NVIDIA k40m GPU**: In this implementation, OpenMP parallelization used in all of the stages. The execution times of PICS, ECALIB, CC, and FFTMOD were 0.97 ± 0.20 minutes, 0.44 ± 0.02 minutes, 0.12 ± 0.01 minutes, and 0.14 ± 0.02 minutes
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Figure 4.2: Execution times of the 4 main stages in the $\ell_1$-ESPIRiT CS reconstruction algorithm on the CPU with OpenMP parallelization for 3D datasets in 5 patients (ordered according to increasing data size).

Figure 4.3: Execution times of the 4 main stages in the $\ell_1$-ESPIRiT CS reconstruction algorithm on the CPU with OpenMP + k20m GPU for 3D datasets in 5 patients (ordered according to increasing data size).
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Figure 4.4: Execution times of the 4 main stages in the $\ell_1$-ESPIRiT CS reconstruction algorithm on the CPU with OpenMP + k40m GPU for 3D datasets in 5 patients (ordered according to increasing data size).

We also compared the execution times of PICS on an NVIDIA k20m GPU and an NVIDIA on k40m GPU. Figure 4.5 shows that by using the k40m GPU to accelerate the PICS stage, the execution time of this stage was sped up by a factor of 1.3 on average in 5 datasets compared to using the k20m GPU. For CS reconstruction of the five datasets on the GPUs, a mean of 591 $\pm$ 101 MB of GPU memory was utilized.

Figure 4.6 shows the CS reconstruction times for CPU, CPU with OpenMP, and CPU with OpenMP + GPU implementations in one graph. The CPU with OpenMP decreased the execution time of $\ell_1$-ESPIRiT CS reconstruction algorithm on average 12% compared with CPU without OpenMP. The CPU with OpenMP plus k20m GPU and k40m GPU reduced the execution time of the CS algorithm on average 83% and 87% respectively compared to the CPU without OpenMP. Implementing only the PICS stage on a GPU sped up the CS reconstruction about $5.2 \times$ with the k20m GPU and $6.8 \times$ with the k40m GPU compared to the CPU with OpenMP. Therefore, among all implementations, the best results were achieved using the k40m GPU.

A challenge that we had in the first step of implementing the $\ell_1$-ESPIRiT was that BART
was not supporting the dimensions of our datasets for GPU implementation. Therefore, we had to either change the BART structure or reduce the dataset dimensions. We chose the second option. We applied a lossless compression on the datasets to avoid loss of quality. For that a Matlab script was written to remove the redundant zero-fill data from the frequency encode direction; making the actual dimension along the frequency encode direction for all of the datasets to be 256 instead of 512. Hence we cut the dataset sizes by half. By adding this pre-processing stage, we could use the BART framework without modification for GPU implementation.

Table 4.1 shows the execution times of the PICS stage and the complete reconstruction process for CPU, CPU with OpenMP, and CPU with OpenMP + GPU. The mean processing time to reconstruct the five 3D patient datasets was 13.08 ± 3.82 minutes on the CPU, 11.52 ± 3.58 minutes on the CPU with OpenMP, 2.20 ± 0.34 minutes on the CPU with OpenMP + k20m GPU, and 1.67 ± 0.26 minutes on the CPU with OpenMP + k40m GPU. The pairwise differences between the execution times on CPU, CPU with OpenMP, and CPU with OpenMP + GPU for all datasets were significant ($p$-value $<0.05$).

The total execution time of CS reconstruction in different implementations varied for the
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Figure 4.6: The execution times for the main stages of the $l1$-ESPIRiT CS reconstruction algorithm on CPU, CPU with OpenMP, CPU with OpenMP plus k20m GPU and CPU with OpenMP plus k40m GPU. In all implementations, the PICS stage is the major contributor to the execution time for all datasets.
datasets with different sizes. However, this variation was smaller on the CPU with OpenMP + GPU compared to the CPU implementation (0.3 minutes for the k20m and k40m GPUs vs. 3.8 minutes for CPU). We observed similar behavior from a different perspective. As shown in Figure 4.7, we studied the trend in speed up factors by accelerating the PICS stage using the k40m GPU and the k20m GPU over the CPU implementations when the size of datasets increases. Figure 4.7 shows that, by increasing the dataset size the speed up factor also increases, however the rate of the increase in speed up factor reduces at the same time up to a point that for dataset 5 we observe a saturation in the speed up curve. Since the k20m GPU has less memory capacity, the saturation point for that appears earlier. We envision that if we use datasets with considerably larger sizes, we could even observe a decrease in speed up factor similar to the results illustrated by Smith et al. [30]. This could stem from the fact that the GPU computation limits are not yet reached and the speed up is only bounded by the data transfer bandwidth and latency to the GPU. The reason that we might see a decrease in speed up factor by further increasing in the dataset size is that, the GPU memory has limited capacity which is usually smaller than CPU memory capacity. Therefore, when the dataset size is too large that prevents holding enough data on GPU memory for proceeding computation, the latency overhead of transferring the data from CPU memory to GPU memory comes into the picture. This latency increases the GPU execution time significantly, leading to a decreased speed up factor.

Table 4.1: Execution times of the PICS stage on CPU and GPU as well as total execution times of $\ell_1$-ESPIRiT CS algorithm on CPU, CPU with OpenMP parallelization, and CPU with OpenMP parallelization plus GPU for PICS for 3D datasets in 5 patients. Note that the dataset dimensions reported here are after pre-processing to reduce the dataset sizes.

<table>
<thead>
<tr>
<th>Data Size</th>
<th>PICS execution time (minutes)</th>
<th>Total execution time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
<td>CPU+OpenMP</td>
</tr>
<tr>
<td>256×128×113</td>
<td>6.36</td>
<td>5.66</td>
</tr>
<tr>
<td>256×145×96</td>
<td>8.97</td>
<td>8.51</td>
</tr>
<tr>
<td>256×141×128</td>
<td>12.19</td>
<td>11.33</td>
</tr>
<tr>
<td>256×170×121</td>
<td>14.14</td>
<td>13.20</td>
</tr>
<tr>
<td>256×157×124</td>
<td>15.17</td>
<td>14.29</td>
</tr>
</tbody>
</table>
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Figure 4.7: Speed up factor vs. dataset size for CPU with OpenMP + k40m GPU implementation over CPU with and without OpenMP implementations.

4.2 Quality Comparison

Figure 4.8 shows 3D-SSFP images acquired from a patient before and after image reconstruction using a CPU and a GPU, and the difference between the images reconstructed on CPU and GPU. For all 5 patient datasets, the mean absolute difference between the CPU and GPU reconstructed images was 2.2e-06 and the mean maximum absolute difference was 6.9e-04. The mean absolute difference between the images reconstructed on CPU and GPU were on the order of 1e-05, and the images were very similar. This small mean absolute difference is potentially due to the fact that different order of operations could lead to different results in floating-point arithmetic. In our study, the PICS stage was implemented using sequential coding on the CPU and parallel coding on the GPU, which yielded to different order of operations and therefore unequal results [47].
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Figure 4.8: An example of 3D-SSFP images in sagittal view acquired from a patient with congenital heart disease: (a) raw image before CS reconstruction, (b) ℓ1-ESPIRiT CS reconstructed image on CPU, (c) ℓ1-ESPIRiT CS reconstructed image on GPU, and (d) the absolute difference between the reconstructed images on CPU and GPU. The mean absolute difference between the CPU and GPU reconstructed images was 1.37e-05 with the maximum difference of 6.49e-05.
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Conclusion and Future Work

5.1 Conclusion

In this thesis, the goal was to increase the efficiency of cardiac MR imaging. Long cardiac MR imaging time can have multiple unfavorable effects. During a long imaging time, patients heart rate, breathing pattern, and body position may change which may lead to a non-diagnostic image quality. To prevent these distortions, clinicians may have to use sedation for some patients. Sedating patients for a long time could cause serious neurological damage and also increase the MRI cost. These issues motivated us to look into improving the efficiency of cardiac MRI in clinical settings by reducing the MRI examination time using the CS reconstruction algorithm. We acquired five undersampled patient datasets and accelerated the corresponding CS reconstruction algorithm using GPUs.

To the best of our knowledge, this is the first study which evaluates $\ell_1$-ESPIRiT CS reconstruction algorithm on a GPU for 3D cardiac MRI datasets with different sizes acquired from patients. We showed that utilization of a GPU reduces the CS image reconstruction time to less than 1.6 minutes without compromising image quality. This advance should facilitate the use of CS MRI in clinical settings and could make cardiac MR imaging more efficient.

5.2 Limitations and Future Work

The number of subjects in our study was small. We are planning to apply the CS MRI algorithm on more patients to expand our study and further evaluate the CS MRI methods in clinical settings.

We want to reduce the reconstruction time further to less than a minute per 3D dataset. For that we envision the following steps:
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- Use more advanced GPUs, for example NVIDIA k80 GPUs.

- Implement the other stages of the $\ell_1$-ESPIRiT algorithm on GPUs. Currently, only the PICS stage was implemented on GPUs while other stages were executed on a CPU with OpenMP parallelization.

- Enhance the library components that are used in BART. In addition to custom designed library components, BART uses third party implementations of linear algebra package (LAPACK) for linear algebraic and matrix operations, such as Cholesky decomposition, and the CUDA library for the GPU implementation of FFT. We plan to upgrade these libraries to the latest versions or replace them with more optimized ones to improve reconstruction performance. This may require changes to the structure of BART to support the new versions of these libraries.

- Change the Matlab interface to a C/C++ interface to reduce the considerable latency overhead that is associated with the Matlab environment.

- Connect the MRI scanner to a computer cluster and automate the reconstruction process. This way, the acquired undersampled datasets will directly sent to a computer cluster directly from the scanner, then the reconstruction will be executed on the cluster, and finally the reconstructed images will be retrieved from the cluster to the clinician’s workstation for diagnosis.

- Expand to multiple GPUs. A single GPU node was used in our study for accelerating the $\ell_1$-ESPIRiT reconstruction algorithm. A multi-GPU implementation using message passing interface and CUDA can be used for further improvement in the reconstruction time for 3D or higher dimensional datasets.

- Compare the performance of different reconstruction algorithms on patient datasets.
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