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Abstract

Proliferation of mobile data applications has increased the demand for wireless communication systems offering high throughput, wide coverage, and improved reliability. The main challenges in the design of such systems are the limited resources—such as constrained transmission power, scarce frequency bandwidth, and limited implementation complexity—and the impairments of the wireless channels, including noise, interference, and fading effects. Multiple-Input Multiple-Output (MIMO) communication has been shown to be one of the most promising emerging wireless technologies that can efficiently boost the data transmission rate, improve system coverage, and enhance link reliability. MIMO is now widely adopted by many mainstream wireless industry standards including 3GPP WCDMA/HSDPA, LTE, EVDO, WiFi, and WiMAX. By employing multiple antennas at both transmitter and receiver sides, MIMO techniques enable a new dimension—the spatial dimension—that can be utilized in different ways to combat the impairments of wireless channels. Spatial diversity provided by multiple antennas is one of the diversity techniques, which are known to be the most effective tool against fading effects of wireless channels. Spatial multiplexing exploits independent fading effects to create additional degrees of freedom, thus achieving higher capacity. Spatial diversity benefits different systems and channel types, from single user systems to multi-user systems, and from flat-fading to frequency-selective channels.

This thesis focuses on precoding and equalization techniques, for flat-fading MIMO broadcast channels, with their applications in spread spectrum communication systems. First, a novel linear precoding technique, Coordinated Interference-aware Beamforming (CIB) that utilizes channel side information at the transmitter for transmit beamforming is introduced in Chapter 2. With constrained transmitted
power, CIB balances multi-user interference, spatial channel interference, and noise effects. Both analysis and the simulation results show that the achievable sum-rate of CIB bridges the rates of zero-forcing precoding and matched filtering techniques at high and low signal to noise ratios, respectively. The complexity of CIB is similar to that of other linear non-adaptive techniques, however, in addition to featuring a closed-form solution, it also allows flexible configurations on the number of antennas at the transmitter and receiver sides. In Chapter 3, we show that for the more complicated spread-spectrum systems with frequency-selective broadcast channels, the properly extended CIB can precode the signals well and inherits the some of the benefits of CIB for flat-fading channels. The role of CIB in maximizing the signal to interference plus noise ratio results in improved performance in error rates compared with other linear techniques. In Chapter 4 we introduce an innovative non-linear eigenvalue-decomposition based lattice precoding technique (EDLP), designed for precoding and equalization for single user flat-fading channels. EDLP is a variant of dirty-paper coding and benefits from the lattice reduction, Tomlinson-Harashima precoding (THP), and linear precoding/equalization techniques. EDLP achieves full diversity and a significant power gain with an implementation complexity similar to linear techniques. In Chapter 5, we discuss linear and nonlinear precoding and equalization techniques used in flat-fading multi-user MIMO broadcast channels. We propose a BDZF-EDLP technique based on EDLP and block-diagonal zero-forcing linear precoding. This technique offers a tradeoff among the uncoded error probability, the transmitted power, and the computational complexity at the transmitter and receiver. As a result, it achieves full receive diversity with a significantly lower complexity. It also features flexible scalability thanks to its linearly growth of its complexity. Finally, in Chapter 6, a novel finger placement strategy, Maximum Weight Placement (MWP) for the generalized RAKE (GRAKE) receivers is proposed. The MWP strategy offers a good balance between the computational complexity of the finger location placement and the resulting performance.

Summarizing, this thesis discusses linear and nonlinear techniques for precoding and equalization in different channel models that include flat-fading, frequency-selective fading, MIMO, single user, and multi-user channels. A number of novel techniques are proposed which improve the error rate performance, throughput, and
computational complexity of the communication system. These techniques include CIB for flat-fading MIMO broadcast channels, CIB-CDMA for frequency-selective fading MIMO broadcast channels, EDLP for flat-fading MIMO single-user channels and BDZF-EDLP for flat-fading MIMO broadcast channels, and MWP for spread-spectrum frequency-selective multi-user channels.
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Chapter 1

Introduction

Using multiple antenna systems in wireless communications has a long history which spans a number of decades. Multiple antennas used in either receiver or transmitter side can provide diversity gain which is the main tool used against fading effects in wireless channels [1]. With manufacturing techniques getting more and more advanced, communication devices can be made much smaller and accommodate more sophisticated hardware with affordable price. As a result, hardware complexity can be exchanged for more power and spectrum efficiency, two very precious and highly limited resources. Multiple Input Multiple Output (MIMO) systems were gradually introduced from the middle of 1990s through the research on the capacity of transmit diversity channels and the development of Space-Time Coding (STC).

MIMO shows its benefits in many directions [2] [3] among which some key features are listed here. With $N_t$ transmit and $N_r$ receive antennas, MIMO system can achieve a diversity order of $N_t N_r$. Therefore, to achieve the same diversity order, total number of antennas required in MIMO systems can be less than the number of antennas in previously used receive diversity systems. When the diversity order requirement is large, the saving on the number of antennas is significant. In addition to the diversity gain, MIMO systems can also support spatial multiplexing, which divides the point-to-point wireless channel into up to $\min(N_t, N_r)$ spatial sub-channels. Independent data stream can be transmitted over each of these spatial channels in parallel. Spatial multiplexing provides significant gain in transmission data rate [2] [3] [4] exploiting the the multi-path effects and random fading of the wireless channel,
which once were considered as impairments, thus creating additional spatial degrees of freedom. Furthermore, spatial multiplexing, similar to other multiplexing techniques, such as time multiplexing, frequency multiplexing and code multiplexing, is capable of separating different users by their signature (distinguished spatial characteristics) [5] and therefore can support many-to-one (MAC) and one-to-many (BC) communication [6]. The use of multiple transmit antennas allows flexible sharing of hardware complexity between communication terminals and therefore, makes system design more flexible.

In this introductory chapter, our objective is to briefly introduce certain basic aspects of MIMO systems. We start our treatment with theoretical analysis of MIMO channel capacities in Sections 1.1. The fundamental description of the diversity order and multiplexing gain of the spatial channel and their relation are described in Section 1.2. Section 1.3 discusses linear and non-linear equalization techniques and how these techniques are used to exploit possible gains outlined in Section 1.1 and the optimum tradeoff discussed in Section 1.2. Precoding techniques are discussed in Section 1.4 to show how equalization techniques are enhanced, when channel side information at the transmitters is available. Main contributions of this thesis are introduced in Section 1.5.

## 1.1 MIMO Channel Capacity

### 1.1.1 Preliminary Works

A memoryless, discrete-time complex Additive White Gaussian Noise (AWGN) channel with noise Power Spectral Density (PSD) \( N_0/2 \) per dimension, can be represented as an equivalent baseband channel

\[
y = x + n,
\]

where \( x \) and \( y \) are the complex channel input and output respectively, and noise \( n \) has a complex circular Gaussian distribution \( n \sim \mathcal{CN}(0, N_0) \). The capacity of this
channel is given by
\[ C = \log \left( 1 + \frac{P}{N_0} \right), \]  
(1.1)

where \( P \) is the energy per symbol transmitted into the channel and \( P/N_0 \) is the Signal to Noise Ratio (SNR) per symbol. Equation (1.1) can also be written as
\[ C = \log(1 + \text{SNR}). \]  
(1.2)

We consider various forms of channel complex gain \( h \), where we assume that both transmitter and receiver have perfect knowledge of \( h \). First suppose \( h \) is a deterministic scalar and the corresponding channel is an ideal time-invariant Gaussian Single-Input-Single-Output (SISO) channel, represented by
\[ y = hx + n \]
where the effect of the channel is to scale the input signal by \( h \) and the corresponding equivalent SNR is scaled by \( |h|^2 \). Following Equation (1.2) the capacity of the channel is given by
\[ C = \log \left( 1 + \frac{P|h|^2}{N_0} \right). \]  
(1.3)

For the traditional receive diversity, the channel can be modeled as a Single-Input-Multiple-Output (SIMO) channel with \( N_r \) receive antennas and one transmit antenna [6]. We consider the time-invariant, memoryless deterministic AWGN channel,
\[ y = hx + n, \]
where
\[
\begin{align*}
\mathbf{y} &= [y_1, \ldots, y_{N_r}]^T \\
\mathbf{h} &= [h_1, \ldots, h_r]^T \\
\mathbf{n} &= [n_1, \ldots, n_r]^T \quad \text{and} \\
\mathbf{n} &\sim \mathcal{CN} \left( \mathbf{0}, N_0 \mathbf{I}_{N_r} \right).
\end{align*}
\]
Assuming that we use linear Maximum Ratio Combing (MRC)

\[ r = \frac{h^H y}{\|h\|^2} = x + n', \]

where

\[ n' = \frac{h^H}{\|h\|^2} n, \quad \text{and} \quad n' \sim \mathcal{CN}(0, N_0/\|h\|^2). \]

The equivalent SNR is \( P\|h\|^2/N_0 \) and the capacity is given by

\[ C_{\text{SIMO}} = \log \left( 1 + \frac{P\|h\|^2}{N_0} \right). \tag{1.4} \]

In this case only the receive antennas need to have access to the Channel Side Information (CSI).

For transmit diversity case, the channel is called Multiple-Input-Single-Output (MISO), using \( N_t \) transmit antennas and one receive antenna. Here

\[ y = h^H x + n, \]

where

\[ h = [h_1, \ldots, h_{N_t}]^T \]
\[ x = [x_1, \ldots, x_{N_t}]^T \]

where \( x \) denotes the input signals on \( N_t \) transmit antennas and \( n \sim \mathcal{CN}(0, N_0 I_{N_t}) \). The energy per symbol of the signals transmitted on total \( N_t \) transmit antennas is constrained by \( P \). Suppose that before transmission, the transmit side transforms the data modulated signals by

\[ x = \frac{h}{\|h\|} x', \]

where \( x' \) is the original data modulated signals. Then,

\[ y = h^H x + n = \|h\| x' + n, \]

which is similar to the deterministic scalar channel coefficient case. Therefore, SNR =
\[ P \| \mathbf{h} \|^2 / N_0 \] and
\[ C_{\text{CSI}}^{\text{MISO}} = \log \left( 1 + \frac{P \| \mathbf{h} \|^2}{N_0} \right). \] (1.5)

To achieve this capacity the transmitter should have the CSI and use waterfilling technique to allocate energy to each antenna. This scheme uses channel gain to allocate more energy to signals transmitted over better channels. In other words, similar to the way that SIMO projects the received vector on the channel coefficient vector to suppress Gaussian noise projected on the orthogonal plane, MISO pre-projects its signals on the channel coefficient vector and then transmits them to combat noise.

When the transmitter has no CSI, it can be proved that the optimal way is to allocate power equally among transmit antennas and the resulting channel capacity is
\[ C_{\text{no-CSI}}^{\text{MISO}} = \log \left( 1 + \frac{P \| \mathbf{h} \|^2}{N_0 N_t} \right). \] (1.6)

In both SIMO and MISO channels with CSI, \( \| \mathbf{h} \|^2 \) is the power gain obtained by the use of multiple antennas, whereas in MISO channel without CSI, the power gain is only \( \| \mathbf{h} \|^2 / N_t \).

### 1.1.2 Deterministic MIMO Channel Capacity

Consider a time-invariant, deterministic MIMO AWGN channel with \( N_t \) transmit antennas and \( N_r \) receive antennas as shown in Figure 1.1, and

![Single user MIMO system](image)

Figure 1.1: Single user MIMO system
where $H$ is a deterministic $N_r \times N_t$ complex matrix, $y \in \mathbb{C}^{N_r}$, $x \in \mathbb{C}^{N_t}$, $n \in \mathbb{C}^{N_r}$, and $n \sim \mathcal{CN}(0, N_0 I_{N_r})$. To maximize the capacity, we can transform such channel to many parallel channels and use the existing results. We first assume that $H$ is known at both sides [7].

Using Singular Value Decomposition (SVD), any complex matrix $H$ can be decomposed as

$$H = U \Lambda V^H,$$

where $U \in \mathbb{C}^{N_r \times N_r}$ and $V \in \mathbb{C}^{N_t \times N_t}$ are unitary matrices and $\Lambda \in (\mathbb{R}^+)^{N_r \times N_t}$ is a diagonal matrix with nonnegative diagonal elements. Furthermore, columns of $U$ and $V$ are eigenvectors of $HH^H$ and $H^HH$, respectively. The diagonal entries of $\Lambda$ are the nonnegative square roots of the eigenvalues of $HH^H$ or $H^HH$. Note that $HH^H$ and $H^HH$ have the same eigenvalues and as Hermitian matrices have real and nonnegative eigenvalues. We denote the positive eigenvalues of $HH^H$ as $\lambda_i^2$ where $m$ is the rank of $HH^H$.

Now if we rewrite Equation (1.7) as

$$UU^H y = U \Lambda V^H x + UU^H n,$$

and multiply both sides by $U^H$, we obtain

$$U^H y = \Lambda V^H x + U^H n. \quad (1.8)$$

Substituting

$$\tilde{y} = U^H y, \quad \tilde{x} = V^H x, \quad \tilde{n} = U^H n \quad (1.9)$$

into Equation (1.8), we have

$$\tilde{y} = \Lambda \tilde{x} + \tilde{n}. \quad (1.10)$$

Here the role of $U$ and $V$ is to rotate the output and input signals in such a way that the resulting channels are independent and the role of the diagonal elements of $\Lambda$ is to provide the real channel gains and give the real channel gain to the transformed independent parallel Gaussian channels.
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Since \( \Lambda \) is a diagonal matrix, Equation (1.10) can be reduced to

\[
\tilde{y}_i = \lambda_i \tilde{x}_i + \tilde{n}_i, \quad i = 1, 2, \ldots, m,
\]
i.e., we have a total of \( m \) parallel channels. Note that the transformations in Equation (1.9) are unitary so the power of \( \tilde{x} \) is equal to the power of \( x \), i.e., \( \|\tilde{x}\|^2 = \|x\|^2 \). It can also be easily proved that \( \tilde{n} \) and \( n \) have the same distribution \( \mathcal{CN}(0, N_0 I_{N_r}) \) indicating that the noise is white across these parallel channels. The capacity of the resulting channel is given by

\[
C_{\text{full-MIMO}} = \sum_{i=1}^{m} \log \left( 1 + \frac{P_i \lambda_i^2}{N_0} \right),
\]

(1.11)

where \( \{P_i\}_{i=1}^{m} \) are selected to maximize \( C \), i.e.,

\[
C = \arg\max_{\{P_1, P_2, \ldots, P_m\}} \sum_{i=1}^{m} \log \left( 1 + \frac{P_i \lambda_i^2}{N_0} \right),
\]

subject to

\[
\sum_{i=1}^{m} P_i = P,
\]

where \( P \) denotes the total power constraint. The solution for this optimization problem is the waterfilling power allocation obtained by using Lagrangian optimization method which results in

\[
P_i = \left( \mu - \frac{N_0}{\lambda_i^2} \right)^+, \quad i = 1, 2, \ldots, m,
\]

where \( x^+ = \max(x, 0) \), \( \mu^{-1} \) is the Lagrange multiplier and is selected such that

\[
\sum_{i=1}^{m} \left( \mu - \frac{N_0}{\lambda_i^2} \right)^+ = P.
\]

Now consider the case that the receiver has access to CSI but the transmitter has no CSI, then total power \( P \) is allocated equally to each transmitter antenna,

\[
P_1 = P_2 = \ldots = P_{N_t} = \frac{P}{N_t},
\]
and
\[
C_{Rx-Csi\text{-}MIMO}^R = \sum_{i=1}^{m} \log \left(1 + \frac{P\lambda_i^2}{mN_0}\right). \tag{1.12}
\]
Since function log is concave, by applying Jensen’s inequality
\[
\sum_{i=1}^{n} f(x_i) \leq f\left(\frac{\sum_{i=1}^{n} x_i}{n}\right),
\]
where equality holds iff
\[
x_1 = x_2 = \ldots = x_n,
\]
from Equation (1.12) we obtain
\[
\sum_{i=1}^{m} \log \left(1 + \frac{P\lambda_i^2}{mN_0}\right) \leq m \log \left(1 + \frac{P}{m^2N_0} \sum_{i=1}^{m} \lambda_i^2\right),
\]
with equality when
\[
\lambda_1^2 = \lambda_2^2 = \ldots = \lambda_m^2 \quad \text{and} \quad m = \min(N_r, N_t).
\]

Then, from Equation (1.12),
\[
C_{Rx-Csi\text{-}MIMO}^R = m \log \left(1 + \frac{P\lambda_1^2}{N_tN_0}\right). \tag{1.13}
\]
From Equations (1.12) and (1.13) the total power gain for this matrix channel is approximately \(\sum_{i=1}^{m} \lambda_i^2\) when \(HH^H\) has rank \(m = \min(N_r, N_t)\) and has identical eigenvalues. Let us define
\[
\kappa_2(H) = \frac{\max(\{\lambda_i\}_{i=1}^{m})}{\min(\{\lambda_i\}_{i=1}^{m})}
\]
as the condition number of the matrix \(H\) and say matrix \(H\) is well conditioned if the condition number is close to 1. With this definition we conclude that if the transmitter allocate energy evenly across all transmit antennas, and \(HH^H\) has rank \(m\), well conditioned channel has its capacity maximized.
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When SNR, defined as $P/N_0$, is relatively high, Equation (1.12) can be approximated as

$$C_{\text{MIMO}}^{\text{Rx--CSI}} \approx m \log \text{SNR} + \sum_{i=1}^{m} \log \frac{\lambda_i^2}{m},$$

and in the low SNR case

$$C_{\text{MIMO}}^{\text{Rx--CSI}} \approx \frac{P}{N_0} \max(\{\lambda_i^2\}_{i=1}^{m}).$$

An equivalent form of (1.11) can be found using information theoretical arguments given in [8] and [9]. Denoting the covariance matrix of $\mathbf{x}$ by $Q$, and normalizing noise power so that the variance of noise is unity, we have

$$C_{\text{MIMO}} = \max_{\text{tr}(Q) \leq P} \log \left[ \det \left( I_{N_r} + HQH^H \right) \right].$$

(1.14)

For equal power uncorrelated sources

$$Q = \frac{P}{N_t N_0} I_{N_t},$$

and we have

$$C_{\text{MIMO}}^{\text{Rx--CSI}} = \log \left[ \det \left( I_{N_r} + \frac{P}{N_t} HH^H \right) \right].$$

(1.15)

1.1.3 Random Channel Capacity

In this section we will consider fading channels. By a fading channel we mean the channel is random and is represented as a random channel matrix $H$. Since $H$ is random, the resulting channel capacity becomes random too. There are two metrics used to evaluate this random variable, $\epsilon$-Outage Capacity $C_\epsilon$ and Ergodic Capacity $C_\mathbb{E}$ which are used in slow-fading and fast-fading channels, respectively.

For slow fading channel, we assume the channel coherence time is sufficiently large so that the channel gain is random but remains the same during the transmission. If the transmitter does not know the channel realization but only knows the distribution of this random variable, then we cannot guarantee that reliable communication, at any given rate $R > 0$ is possible, therefore, the Shannon channel capacity is zero.
However, given a rate $R$, we can determine the probability of reliable transmission from the distribution of the channel.

We define the outage probability to be

$$p(R) = \mathbb{P} \left[ \log(1 + |h|^2 \text{SNR}) \leq R \right] = \mathbb{P} \left[ \|h\|^2 \leq \frac{2^R - 1}{\text{SNR}} \right].$$

For any probability $\epsilon$, the outage capacity $C_\epsilon$ is the largest transmission rate such that the outage probability is less than or equal to $\epsilon$

$$p(C_\epsilon) \leq \epsilon.$$ 

Suppose the transmitter encodes data at a rate $R$. If the realization of the channel is such that $\log(1 + |h|^2 \text{SNR}) \leq R$, then regardless of the code, the decoding error probability cannot be made arbitrarily small and the system is said to be in outage.

For example, in Equation (1.3), if the channel is in Rayleigh slow fading, $h \sim \mathcal{CN}(0, 1)$, given the outage probability $\epsilon$,

$$p(R) = \mathbb{P} \left[ \log(1 + |h|^2 \text{SNR}) \leq R \right] = \mathbb{P} \left[ |h|^2 \leq \frac{2C_\epsilon - 1}{\text{SNR}} \right] = \epsilon,$$

and the outage capacity is

$$C_\epsilon = \log \left[ 1 + \log \left( \frac{1}{1 - \epsilon} \right) \frac{\text{SNR}}{\text{SNR}} \right].$$

In SIMO channels where the channel gain is a random vector $h$, from Equation (1.4) the outage probability is

$$p(R) = \mathbb{P} \left[ \log \left( 1 + \|h\|^2 \text{SNR} \right) \leq R \right] = \mathbb{P} \left[ \|h\|^2 \leq \frac{2^R - 1}{\text{SNR}} \right].$$

With only receiver CSI, Equation (1.6), the outage probability is

$$p(R) = \mathbb{P} \left[ \log \left( 1 + \frac{\|h\|^2}{Nt} \text{SNR} \right) \leq R \right] = \mathbb{P} \left[ \|h\|^2 \leq Nt \frac{2^R - 1}{\text{SNR}} \right].$$
The general form of the outage capacity for the cases above is introduced in [6] as

\[ C_{\epsilon} = \log \left(1 + F^{-1}(1 - \epsilon)\text{SNR}\right), \]

where \( F \) is the complementary cumulative distribution function of \( \|h\|^2 \), i.e., \( F(x) = \mathbb{P}[\|h\|^2 > x] \). Here \( h \) is a sum of the squares of \( 2N_t \) independent Gaussian random variables and is distributed as Chi-square with \( 2N_t \) degrees of freedom,

\[ f(x) = \frac{1}{(N_t - 1)!} x^{N_t - 1} e^{-x}, \quad x \geq 0. \]

In MIMO channels, following Equation (1.14), we have

\[ p(C_{\epsilon}) = \mathbb{P}\left[ \log \det(I_{N_r} + HQH^H) \leq C_{\epsilon}\right] = \epsilon, \]

where the choice of \( Q \) is determined by the allocation of power over transmitter antennas and can be considered as a parameter that can minimize the outage probability. In [8], it is shown that with receive CSI, the optimal \( Q \) is of the form

\[ Q_{opt} = \frac{P}{k} \text{diag}(1, \ldots, 1, 0, \ldots, 0) \]

for some \( k = 1, \ldots, N_t \). Such form helps us understand the important trade-off between diversity gain and the transmission rate. Lower values of \( k \) mean using fewer transmit antennas. We will discuss this issue more later on.

The Ergodic Capacity is the statistic average of the deterministic channel capacity over the ergodic channel realizations. The Ergodic Capacity is the expected value of the Shannon capacity over all channel realizations and has the form

\[ C_E = \mathbb{E}\left[ \log \left(1 + \|h\|^2\text{SNR}\right)\right] \]

for SIMO and

\[ C_E = \mathbb{E}\left[ \log \left(1 + \frac{\text{SNR}}{N_t}\|h\|^2\right)\right] \]

for MISO with receiver CSI. If full CSI is available to MISO, the factor \( N_t \) in above
expression disappears.

\[ Q = B \text{diag}(P_1, P_2, \ldots, P_{N_t}) B^H, \]

where the series \( P_1, P_2, \ldots, P_{N_t} \) denote the power allocation among the transmit antennas, \( B \) is called the multiplexing coordinate system and has two special cases. If the transmitter has access to CSI and employs waterfilling to allocate power, then \( B = V \). If not, same rate and independent data streams are transmitted and \( B = I_{N_t} \). By this definition, we can express the outage probability of a MIMO system as

\[ p(R) = \arg \min_{\{K_x : r(K_x) \leq P\}} \mathbb{P} \left[ \log \det \left( I_{N_r} + \frac{1}{N_0} H K_x H^H \right) \leq R \right]. \]

The optimal selection of \( K_x \) is found to be \( \frac{P}{N_t} I_{N_r} \) and the resulted outage probability

\[ p(R) = \mathbb{P} \left[ \log \det \left( I_{N_r} + \frac{\text{SNR}}{N_t} H H^H \right) \leq R \right]. \]

When the MIMO channel is in fast fading, the ergodic capacity can be used to
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evaluate the maximum transmission rate and has the form of

\[ C_E = \mathbb{E} \left[ \sum_{i=1}^{N_t} \log \left( 1 + \frac{P \lambda_i^2}{N_t N_0} \right) \right] \]

or using Equation (1.14) equivalently,

\[ C_E = \mathbb{E} \left[ \log \det \left( I_r + \frac{\text{SNR}}{N_t} \mathbf{H} \mathbf{H}^H \right) \right]. \] (1.16)

This expression is elaborated by Telatar [8] as follows. Define

\[ W = \begin{cases} \mathbf{H} \mathbf{H}^H & N_r < N_t \\
\mathbf{H}^H \mathbf{H} & N_r \geq N_t \end{cases}, \]

to be an \( m \times m \) random non-negative definite matrix, called the Wishart matrix, whose eigenvalues \( \lambda_1, \ldots, \lambda_m \geq 0 \) are also random. The joint distribution and marginal distribution for the eigenvalues are found, based on which we can easily express Equation (1.16) as

\[ C_E = \mathbb{E} \left[ \sum_{i=1}^{m} \log \left( 1 + \frac{P}{N_t} \lambda_i \right) \right] = m \mathbb{E} \left[ \log \left( 1 + \frac{P}{N_t} \lambda_1 \right) \right]. \] (1.17)

Resulting in

\[ C_E = \int_0^\infty \log(1 + P \lambda/t) \sum_{k=0}^{m-1} \frac{k!}{(k + n - m)!} \left[ L_k^{n-m} (\lambda) \right]^2 \lambda^{n-m} e^{-\lambda} d\lambda \]

where

\[ L_k^{n-m}(\lambda) = \frac{1}{k!} e^{\lambda \lambda^{n-m-n} \frac{d^k}{d\lambda^k}(e^{-\lambda \lambda^{n-m+k}})} \]

is the associated Laguerre polynomial of order \( k \).

Figure 1.3 shows how the ergodic capacity varies with SNR in different settings of the MIMO system. As we can see from Figure 1.3, increasing the number of transmit antennas has a lower impact on increasing the capacity than increasing the number of receive antennas. This holds only for the case when CSI is available at receiver.
Figure 1.3: Ergodic capacity varies with SNR.
When the number of both transmit and receive antennas increase the capacity greatly increases, and at high SNR values the capacity becomes proportional to the minimum of the number of transmit and receive antennas. This will be further discussed in Section 1.2.

1.2 Diversity and Multiplexing Tradeoff

The diversity-multiplexing tradeoff is indeed the tradeoff between the error probability and the data rate of the system [10]. In [11] and [12] an upper bound for the pairwise error probability of space-time codes is derived as

\[ P_{c\rightarrow e} \leq \alpha_c \left( \frac{E_s}{4N_0} \right)^{-N_t N_r} \]

where \( \alpha_c \) is a function of the channel and the codeword, and do not depend on the SNR. From Equation (1.18) we see that the maximum diversity gain of the channel is \( N_t N_r \). Besides providing diversity to improve the error probability, i.e., reliability, MIMO channels can also support a higher data rate than SISO channels. Consider an ergodic fading channel with capacity (1.17), at high SNR,

\[ C_E = m \log \frac{\text{SNR}}{N_t} + \sum_{i=N_r-N_t+1}^{n} \mathbb{E}[\log \chi^2_{2i}] + o(1) \]

where \( \chi^2_{2i} \) is chi-square distributed with \( 2i \) degrees of freedom. We can observe that the channel capacity increases with SNR as \( m \log \text{SNR} \), i.e., \( m \) times faster than the capacity of SISO channels. This indicates that the MIMO channels can be viewed as \( m \) parallel channels where \( m \) is the number of degrees of freedom. One can transmit independent information symbols in parallel through \( m \) channels. Equation (1.19) indicates that instead of transmitting one data stream on all equivalent spatial parallel channels, we can transmit independent data streams onto each Eigenmode channels to achieve maximum transmission rate, i.e., the capacity. This leads to a different system design from the last section.
We define the \textit{multiplexing gain} \( \gamma \) and \textit{diversity gain} \( d \) of a system as

\[
\gamma = \lim_{{\text{SNR} \to \infty}} \frac{R(\text{SNR})}{\log(\text{SNR})}
\]

and

\[
d = -\lim_{{\text{SNR} \to \infty}} \frac{\log P_e(\text{SNR})}{\log(\text{SNR})}
\]

where \( R(\text{SNR}) \) is the transmission rate and \( P_e \) is the average error probability. A system designer’s goal is to design systems that achieve maximal multiplexing gain for a given diversity gain or achieve maximal diversity gain for a given multiplexing gain. For example, the well-known Alamouti scheme and repetition scheme both achieve maximal diversity gain. But Alamouti scheme achieves twice the transmission rate of the repetition scheme.

The optimal tradeoff curve between diversity and multiplexing gain is derived in [10] as

\[
d(i) = (N_r - i)(N_t - i),
\]

for \( i = 0, \ldots, m \) and \( l \geq N_r + N_t - 1 \), where \( l \) denotes the transmitted block length. In particular,

\[
d_{\max} = N_rN_t \quad \text{and} \quad \gamma_{\max} = m.
\]

As in Figure 1.4, the optimal tradeoff curve shows the compensation between the two design criteria discussed earlier, by connecting the two extreme points, \((0, d_{\max})\) and \((\gamma_{\max}, 0)\). This result shows that diversity gain and multiplexing gain can be achieved simultaneously. Fixing one of the gains, one can get the optimal value of the other gain from the curve. Increasing the diversity gain comes at the price of decreasing the multiplexing gain and vice versa.

Now if we increase \( N_r \) and \( N_t \) each by 1, the channel gains one more degree of freedom and as we see in Figure 1.5, given a fixed diversity gain \( d \), the multiplexing gain is increased. Note that in the extreme case when the diversity gain is maximized while the spatial multiplexing gain is zero, does not correspond to zero transmission rate because in this case \( \log \text{SNR} \) goes to infinity. One scheme that can achieve such optimal tradeoff can be found in [13].
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Diversity Gain: \( d(\gamma) \)

\[
\begin{align*}
(0, N_t, N_r) \\
(1, (N_t - 1)(N_r - 1)) \\
(2, (N_r - 2)(N_t - 2)) \\
(m, 0)
\end{align*}
\]

Figure 1.4: Diversity-multiplexing optimal tradeoff, for \( l \geq N_r + N_t - 1 \)
Spacial Multiplexing Gain: \( \gamma = \frac{R}{\log(SNR)} \)

Diversity Gain: \( d(\gamma) \)

Figure 1.5: Diversity-multiplexing optimal tradeoff: give one more transmit antenna and receive antenna
1.3 Equalization Techniques

When transmit antennas of MIMO systems transmit different symbols simultaneously, on each receive antenna signals are summed and the receiver has to separate them in order to detect each signal. If we consider each transmit antenna as a user, the system can be thought of as a multiple access system and multi-user detection techniques can be employed by the MIMO system. In this section, first we review the two basic linear multi-user detectors and then consider some non-linear techniques.

1.3.1 Zero-Forcing Nulling

The received signal vector has the form

$$y = \sum_{i=1}^{N_t} h_i x_i + n$$ (1.20)

where $h_i$’s are the columns of $H$ and the data streams $x_i$ transmitted on the $i^{th}$ antenna, $1 \leq i \leq N_t$ are independent. Focusing on the $k^{th}$ data stream, we can rewrite Equation (1.20) as

$$y = h_k x_k + \sum_{i \neq k} h_i x_i + n$$

where the second term on the right hand side is the interference part. The $k^{th}$ data stream is subject to interference from other data streams. A simple approach is to project the received signal vector $y$ onto the subspace orthogonal to the one spanned by the vectors $h_i, i = 1 \ldots t$ and $i \neq k$, thus nullifying the inter-stream interference. Such projection operation followed by the matched filter is called the decorrelation, interference nulling, or zero-forcing given by the Moore-Penrose pseudo-inverse,

$$H^- \equiv (H^H H)^{-1} H^H.$$
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The received SNR at the $k^{th}$ antenna is therefore equal to

$$\frac{P_k \| h_k \|^2}{N_0}$$  \hspace{1cm} (1.21)

where $P_k$ is the transmitted energy per symbol on the $k^{th}$ antenna. If we denote the $k^{th}$ row of $H^-$ by $w_k$, we can write (1.21) as

$$\frac{P_k}{N_0 \| w_k \|^2}.$$  \hspace{1cm} (1.22)

Although this simple decorrelation can successfully null the interference from other data streams, the additive noise is amplified by the nulling vectors. In the absence of noise, i.e., when $N_0$ goes to zero, this is the optimal detection scheme.

1.3.2 Linear MMSE

If the mean square error between the transmitted symbols and the outputs of the detected symbols, or equivalently, the received SINR is taken as the performance criteria, the MMSE detector is the optimal detection that seeks to balance between cancelation of the interference and reduction of noise enhancement. Let us denote the linear MMSE detector as $K_k$ and the detection operation by

$$\hat{x}_k = \text{sgn}[K_k y]$$

for the bit transmitted at the $k^{th}$ antenna. The $K_k$ that maximizes the SINR and minimizes the mean square error $E[(\hat{x}_k - K_k y)^T(\hat{x}_k - K_k y)]$ is derived as

$$K_x = \left( N_0 I_{N_r} + \sum_{i \neq k} P_i h_i h_i^H \right)^{-1} h_k$$

and the corresponding output SINR is

$$P_k h_k^H \left( N_0 I_{N_r} + \sum_{i \neq k} P_i h_i h_i^H \right)^{-1} h_k.$$
It can be shown that this linear MMSE detector works strictly better than the linear decorrelator when noise is present and has a better performance than the matched filter when the interference is large.

### 1.3.3 Successive Interference Cancelation

We have just considered two detection schemes that include banks of separate filters to estimate the data streams. However, when signals are detected successively, the outputs of previous detectors can be used to aid the operations of next ones which leads to the decision directed detection algorithms including SIC, Parallel Interference cancelation (PIC), and multistage detection. In this section we will focus on the SIC as depicted in Figure 1.6. The V-BLAST detection scheme is a good example that employs ZF SIC with optimal ordering, whereas MMSE-SIC with equal power allocation approaches the capacity of the i.i.d. Rayleigh fading channel. After the first bit is detected by the decorrelator the result is used to cancel the interference from the received signal vector assuming the decision of the first stream is correct. For the ZF-SIC, since the interference is already nulled, the significance of SIC is to reduce the noise amplification by the nulling vector. The nulling vector $\mathbf{w}_1$ filters the...
received vector $\mathbf{y}$ as

$$\hat{x}_1 = \text{sgn}[\mathbf{w}_1^T \mathbf{y}].$$

Assuming $\hat{x}_1 = x_1$, by substituting $x_1$ from the received vector $\mathbf{y}$, we obtain a modified received vector $\mathbf{y}_1$ given by

$$\mathbf{y}_1 = \mathbf{y} - \hat{x}(\mathbf{H})_1$$

where $(\mathbf{H})_1$ denotes the first column of $\mathbf{H}$. We then repeat this operation until all $N_t$ bits are detected. Note that the nulling vector for the first stream has full dimension $N_r$. Once the first stream is detected, the first row of $\mathbf{H}$ is useless and will be eliminated. Therefore after the first cancelation the nulling vector for the second stream need only $N_r - 1$ dimensions. A simple consequence of the Cauchy-Schwartz inequality is that if a particular $\mathbf{w}_k$ is constrained to be orthogonal to fewer rows of $\mathbf{H}$, its norm will be smaller and thus, by the SNR expression given in Equation (1.22), its post-detection SNR will be larger.

For the MMSE detector the significance of SIC is not only to minimize the amplification of noise but also the cancelation of the interference from other antennas.

In addition, there is another opportunity to improve the performance by optimal ordering the SIC process. The ordering is based on the norm of the nulling vector. At each stage of cancelation, instead of randomly selecting the stream to detect, we choose the nulling vector that has the smallest norm to detect the corresponding data stream. This scheme is proved to be the globally optimum ordering [14].

Although SIC has many advantages, the need for measurement of the received amplitudes makes it more complex.

Some authors [15], [16] have tried to improve the performance of the MIMO receivers using multi-stage parallel-interference cancelation or a combination of these techniques which all result in more complex systems.

### 1.3.4 Lattice Reduction Based Detection

All lattice reduction based detection methods can be expressed using lattice basis transformation. Lattice basis transformation transforms one lattice basis to another. Usually transformed lattice basis is selected to be the lattice basis that has the shortest, and therefore closest to orthogonal, lattice basis. Suppose we have an arbitrary
lattice basis $H$ and it is transformed to $H'$ as $H' = HP$, where $P$ is the transformation matrix. $P$ has to be a unimodular matrix to make this transformation valid. A unimodular matrix is defined as an invertible square matrix that has determinant +1 or −1 and all of its elements are integers or Gaussian integers, depending whether the matrix is real or complex. The algorithms that compute this unimodular matrix $P$ are referred to as the lattice reduction algorithms [17].

Finding the reduced shortest basis is in general difficult. Currently there are no polynomial-time algorithms that guarantee finding such basis [18]. In [19], Lenstra, Lenstra and Lovasz (LLL) proposed a lattice reduction algorithm that reduces a lattice basis to a so-called LLL-reduced lattice basis.

There are many proposed lattice detection algorithms such as the very early one in [17], based on zero-forcing, and [20], based on MMSE. The first technique is briefly introduced here and depicted in Figure 1.7. The baseband signal is passed through two concatenated channels $P^{-1}$ and $H'$. The transformed signal, after $x$ passed through the first channel $P^{-1}$ is denoted by $z$. Since $H'$ is LLL-reduced lattice basis, as a channel, it is more orthogonal and conditioned. The zero-forcing detection $(HP)^{-1}$ is used to recover $z$. This process involves less noise enhancement than using $H^{-1}$ directly to recover $x$. The rest of the receiver is a reverse transformation from the estimate of $z$ to the estimate of $x$. By doing so, the channel noise enhancement due to the ill-conditioned channel is largely reduced and the detection performance is greatly improved.

\[ x \xrightarrow{P^{-1}} z \xrightarrow{H'} \xrightarrow{HP} y \xrightarrow{(HP)^{-1}} \text{slicer} \xrightarrow{P} \hat{x} \]


1.4 Nonlinear Precoding Techniques

In interference channels linear equalizers may suffer from noise enhancement and ZF based equalizers may suffer from error propagations. For channels whose characteristics vary slowly compared to the transmitted frame duration, the CSI can be fed back to the transmitter, in which case, it is possible to avoid these problems by placing equalizers at the transmitter [21]. Employing equalization techniques at the transmitter is referred to as precoding. Tomlinson-Harashima Precoding (THP) [22] [23] is a precoding technique proposed in early 1970s for ISI channels with CSI known at the transmitter. From early 1980s Dirty Paper Coding (DPC) [24] precoding techniques indicate that when CSI in the form of interference is present at the transmitter, the channel capacity is the same as the capacity of a channel with no interference. These results motivate us to investigate applications of precoding for MIMO channels and MIMO BC.

1.4.1 The Tomlinson-Harashima Precoding

In THP the transmitter selects the transmitted signal based on the CSI and the previously transmitted symbols such that the receiver sees no ISI.

Assume the channel impulse response of an ISI channel with \( L \) taps is

\[
h(t) = 1 + \sum_{l=1}^{L-1} h_l \delta(t - lT_s) \]

where \( T_s \) is the symbol duration. Information bits are modulated using \( M \)-QAM as complex symbols \( s_i \). Without THP, at time 0, the received signal is \( s_i + I_i + n_i \) where \( n_i \) is the noise term and

\[
I_i = \sum_{l=1}^{L-1} h_l x_{i-l},
\]

where \( x_{i-l} \)'s are the previously transmitted baseband discrete signals. Since the transmitter has access to CSI and \( x_{i-l} \)'s, it can transmit \( x_i = s_i - I_i \) to pre-cancel the ISI. In this way the receiver receives no interference from the previously transmitted signals.

The transfer function of the THP operation can be described in the transform
1.4. NONLINEAR PRECODING TECHNIQUES

domain as
\[ X(z) = S(z) - (X(z)H(z) - X(z)), \]
or
\[ X(z) = H^{-1}(z)S(z) \]
where \( H(z) \) is the \( z \)-transform of the normalized channel impulse response, written as
\[ H(z) = 1 + \sum_{l=1}^{L-1} h_l z^{-l}. \]
Since the natural channel does not guarantee the stability of this system, i.e., \( H(z) \) is not bounded-input-bounded-output, a modulo operation has to be applied to the signal at the output of the filter, before the signal being fed back to the filter and transmitted, i.e.,
\[ x'_i = (s_i - I_i) \mod 2M = s_i - I_i + 2m_i M \]
where \( m_i \) is some Gaussian integer.

The received signal then can be written as
\[ r_i = s_i + 2m_i M + n_i. \]
If the same modulo operation is applied in the receiver to \( r_i \),
\[ r'_i = s_i + (n_i \mod 2M). \]
In this way the communication becomes ISI free. The THP system block-diagram is depicted in Figure 1.8.

1.4.2 Dirty Paper Coding

THP is an early development of methods dealing with interference channels. DPC approaches the precoding for interference cancelation problem from an information theoretical point of view. Some practical DPC algorithms share many common ideas with THP.

A Gaussian channel model has one transmitter, one receiver and is subject to
additive Gaussian noise. When there exists a power constraint $P$ on the input, the capacity of this channel is well-known. In some applications the channel is corrupted by two independent additive disturbances, one of which is known non-causally at the transmitter representing the interference. This interference can be modeled as a random parameter of the channel which is known at the transmitter. Therefore, we can model this communication situation as a Gaussian channel with side information at the transmitter.

A variation of the standard AWGN channel model is depicted in Figure 1.9. In
this channel an independent Gaussian interference, which is unknown to the receiver and known non-causally to the transmitter is added to the transmitted signal. The output of the channel is

$$Y = X + S + Z,$$  \hspace{1cm} (1.23)

where the interference state $S \sim N(0, \beta I)$ is a sequence of i.i.d. Gaussian random variables. The noise is i.i.d. Gaussian $Z \sim N(0, N_0 I)$ and is independent of $S$. We want to send an index $W$ of $2^{nR}$ messages to the receiver by $n$ transmissions over this channel. We assume all messages are equally likely. The input codeword sequence $X \in \mathbb{R}^n$ must satisfy the power constraint $\frac{1}{n}X^T X \leq P$. With the knowledge of $S$, encoder designs codeword $X$ based on $W$ and $S$. The decoder receives sequence $Y$ and make an estimate of $W$, denoted by $\hat{W}$.

This channel model is defined by Costa in [24] and the coding schemes that are suitable for the dirty paper channel model are usually called dirty paper precoding schemes. The name comes from the title of that paper, “Writing on Dirty Paper”. The writer writes a message on a dirty paper and knows the location and density of the dirt. The reader cannot distinguish the dirt from the ink marks applied by the writer and to distinguish the message. A good writer can adapt his writing with those dirt so that the reader has a good understanding of his writing. The dirty-paper channel capacity problem was first suggested by Cover who conjectured the answer, while in 1983 Costa in [24] actually proved the conjecture.

Although the capacity of dirty paper channel with i.i.d. Gaussian interference and independent noise and transmit power constraint is found in early 1980s, intensive research on this topic started only recently from 2000 due to the work of digital watermarking and interference channel communications.

Before the dirty paper channel, Gel’fand and Pinsker in [25] had shown that the capacity of a discrete memoryless channel with random state $S$ known only to the encoder is given by

$$C = \max_{p(u,x|s)} \{I(U;Y) - I(U;S)\},$$  \hspace{1cm} (1.24)

where the maximum is over all joint distributions of the form $p(s)p(u,x|s)p(y|x,s)$,
and $U$ is a finite alphabet auxiliary random variable
\[ \|U\| \leq \min(\|X\|, \|Y\|) + \|S\| - 1. \]

In general cases when $\beta$ is comparable with or much larger than $P$, the scheme introduced in [25] has poor performance since the transmit power is not enough to reduce the total noise significantly. A new approach is used here. First we define a one dimensional uniform quantizer
\[ Q_u = Q(AZ + A/2) = \left( \cdots, -\frac{3A}{2}, -\frac{A}{2}, \frac{A}{2}, \frac{3A}{2}, \cdots \right) \]
where $A^2 \gg N_0$. The interference is quantized to $Q_u$. The encoder spends part of the transmitter power $P_{conc}$ to concentrate the interference to $Q_u$, i.e. the closest point in the set of $Q_u$ to the interference. The rest of the transmitted power is used for signal transmission. Now the transmitted signal can be considered as the quantization error, i.e., the difference between the interference $S$ and the quantized value $Q_u(S)$. At the receiver end, decoder matches the received signal to the quantizer $q_u$ grid, the decision is made not based on the whole real line but within one segment between two consecutive quantization points that the received signal falls into. This scheme is also very similar to the modulo operation described in the discussion of Tomlinson-Harashima precoding. A more explicit interpretation is depicted in figure (1.10). Suppose we would like to modulate information to 4-PAM constellation. In the presence of additive interference, this 4-PAM constellation is replicated along the entire real line. The original constellation points are located at $-\frac{3a}{2}, -\frac{a}{2}, \frac{a}{2}$ and $\frac{3a}{2}$. Points marked by the same sign in the figure (1.10) correspond to the same symbol.
Transmitter wants to transmit the cross sign and knows that the interference exceeds the $7a/2$ point. The closest cross sign is located at $5a/2$, therefore the difference $5a/2 - S$ is transmitted so that receiver sees the received signal around the point $5a/2$ and if without noise, the symbol that cross sign represents can be recovered without error. Unlike the compensation scheme used previously, the transmit power $Q_u(S) - S$ can be much smaller and does not depend on $S$. The received signal becomes

$$Y = (Q_u(S) - S) + S + Z = X' + Z.$$ 

This simple but luminous approach is called symbol-by-symbol precoding in [6].

There is still plenty of space to improve the above scheme. Instead of uncoded one-dimension transmission, for block coding, we can replicate the original constellation into $n$-dimensional space to form a $n$-dimensional uniform quantizer. A two-dimensional replicated constellation is depicted in figure (1.11). The transmit signal

![Figure 1.11: 2-D constellation replication](image-url)

becomes the difference vector

$$X = Q_u(S) - S.$$ 

The maximum achievable rate of reliable communication for such scheme is estimated
using sphere packing and sphere covering. If the total power constraint is $P$,

$$R \leq \frac{1}{2} \log_2 \frac{P}{N_0},$$

which is strictly suboptimal in the sense that it does not meet the AWGN capacity. The performance of such scheme can be enhanced via MMSE estimation which reduces the radius of the decoding uncertainty sphere. Details can be found in [6]. Actually, the involved multi-dimensional lattice quantization and MMSE scaling techniques are proved to be necessary tools to achieve full DPC capacity [26], [27]. Another newly proposed transmitter interference cancelation scheme is presented in [28].

The developing multi-user multiple input multiple output (MIMO) systems can achieve very high data rates. However, the inter-user, inter-antenna and inter-symbol interference cancelation become critical in these systems. The initial connection between DPC and MIMO-GBC was introduced in [29] with arbitrary interference. Zero-forcing beamforming is combined with single user DPC to simulate the DPC in multi-user MIMO-GBC. Using this approach, the capacity region of the MIMO-GBC is found to be equivalent to the DPC rate region under the same total power constraint in [30].

### 1.5 Main Contributions of the Dissertation

In a broadcast multiple antenna wireless communication system, as shown in Figure 1.12, utilizing multiple transmit and receive antennas in the downlink is of great interest due to the demand for high data rates and large user capacity. The capacity region for the degraded BC, for instance the Gaussian BC (GBC) with one transmit antenna and multiple receivers each with a single receive antenna, is well-known [31]. However, the GBC with multiple antennas is generally non-degraded and cannot be reduced to equivalent parallel degraded BCs. The capacity of MIMO-GBC was first considered in [32] where its sum-rate capacity was also derived. In [30], [33] the capacity region of MIMO-GBC is proved to be equivalent to the rate region achievable by Dirty Paper Coding (DPC).

The DPC interference channel model was introduced in [24] with the assumption
that the interference is known at the transmitter in advance and the interference and the channel noise are independent Gaussian processes. The assumptions in [24] were then extended to various scenarios in [34] [35] [36]. A number of works have pointed out the connection between DPC and information embedding and digital watermarking [37] [38]. DPC was first utilized in communication systems in [39] based on quantization of the interference. A close to capacity DPC scheme based on multidimensional lattice quantization and MMSE scaling was proposed in [27] for the case of general interference. In MIMO-BC, a number of practical DPC techniques such as ZF DPC [29], Ranked Known Interference (RKI) [29], Tomlinson-Harashima precoding [40] have been proposed. However, DPC schemes generally have high computational complexity, and many alternatives to DPC have been proposed which balance performance versus complexity.

Equalization and precoding are concepts usually treated separately from channel coding and modulation. At the transmitter, after channel encoding and modulation, the coded and modulated signals from different users are processed, usually multiplying by user-dependent matrices, and then summed to construct the equivalent transmit signal before pulse shaping. The user-dependent matrices are computed...
according to the user's channel conditions and possibly other concerns. At each receiver, the baseband equivalent received signal, which is the sum of the low-pass equivalents of the transmitted signal and the channel noise, is processed again to construct the statistics for symbol detection or the soft output for demodulation and channel decoding.

If in equalization and precoding linear processing is employed, then the equalization and precoding are called linear. For example, in [41], coded signals for different users are multiplied by a set of user-dependent matrices, added and transmitted over the channel. The set of linear precoding matrices are selected so that the corresponding mutual information is maximized. A similar idea is used in [42] using STBC. A widely considered equalization technique is ZF based beamforming, working either at the receiver or at the transmitter [43]. Beamforming is an antenna technique for controlling electro-magnetic wave emission to achieve directional signal transmission, detection or reception. In this context, we refer to it as a spatial signal processing technique used to improve spatial selectivity when omnidirectional antennas are used in transmission/reception. In the MIMO case, it is also capable of supporting multiple data streams over spatial sub-channels and can be classified as a type of equalization. With the CSI available at the transmitter, ZF precoding can nullify interuser interference so that the users would not experience any interference from other users, resulting in improved performance when interference to noise ratio is large. This is a suboptimal strategy but can achieve the same asymptotic sum-rate capacity as DPC when the number of users is large. The problem with this equalizer is that when it nullifies the interuser interference, the noise gets enhanced. There are other types of linear equalization and precoding techniques such as LMMSE that have different advantages and disadvantages.

Linear equalization can be implemented with low computational complexity and has been widely studied and used. However, the linearity constraint limits the performance of these systems, resulting in increased interest in research on non-linear equalization techniques. For instance, LR aided MIMO detection [17] is a receive equalization technique that combines non-linear LR operation and linear equalization to achieve near MLD performance. Many of these non-linear equalization techniques increase complexity in exchange for enhanced performance gain.
In this thesis, a novel linear joint precoding-equalization technique, Coordinated Interference-aware Beamforming (CIB) is proposed. This technique is sub-optimal but has a closed-form solution for the equalization and precoding matrices. The Bit Error Rate (BER) performances and achievable rates of CIB under different scenarios are investigated using analytical and simulation results.

Next, we extend CIB to chip-level equalization in MIMO broadcast and spread-spectrum frequency-selective channels. The interuser interference, inter-symbol interference and inter-chip interference can be modeled in similar way as the interference presents in frequency non-selective MIMO broadcast channels. This motivates the research on using CIB in the spread-spectrum frequency-selective MIMO broadcast channels.

In Chapter 4, a new non-linear precoding system for MIMO single user flat-fading channel is proposed. As a novel Eigenvalue Decomposition based Lattice Precoding (EDLP), a linear-complexity non-linear precoding technique for single user MIMO flat-fading channels is developed. Similar to other nonlinear precoding or equalization techniques, such as lattice reduction based techniques, the EDLP algorithm also achieves full diversity order \( \max(N_t, N_r) \) in the presence of spatial multiplexing. However, unlike other lattice precoding or equalization techniques, EDLP does not require complex lattice reduction algorithms. Even more interestingly, EDLP enjoys a power gain over other lattice precoding techniques through its coordinated transmission.

In Chapter 5, we propose a coordinated precoding and equalization technique, BDZF-EDLP, for flat-fading MIMO broadcast channels. This technique uses block-diagonal zero-forcing precoding techniques and the proposed EDLP technique. The BDZF technique through a coordinated precoding and equalization mechanism can nullify different users’ block MIMO channel with linear complexity. After the multi-user interference is muted, EDLP takes place to efficiently utilize the transmitted power and minimize the bit error rate. In this way, this new technique takes advantages of both techniques and is able to provide a good balance between complexity and performance.

Another approach to deal with the spread-spectrum frequency-selective MIMO broadcast channel is to have two composite stage of equalizations. The first stage
consists of a bank of single-user spread-spectrum frequency selective channel equalizers, that combat with the ISI brought by the channel to certain extend. And the second stage is a normal multi-user MIMO flat-fading broadcast channel equalizer. In the first stage, for the channel it deals with, RAKE receiver is a widely used architecture, which is equivalent to matched filter detection. Although it has a simple implementation but its performance gain is also limited. In high speed channels, more advanced receive equalization technique are needed. After 3GPP release 5, receivers with better performance are assumed to support High Speed Downlink Packet Access. Generalized RAKE (G-RAKE) receiver equalization is therefore proposed and is expected to achieve better performance compared to RAKE by improved channel probing techniques and better estimation and cancelation on interference correlation. After analyzing G-RAKE technique in detail in Chapter 6, a novel finger placement algorithm is proposed. This algorithm serves an important part of GRAKE equalization and provides a better performance with similar complexity comparing to the originally used finger placement algorithm.
Chapter 2

Coordinated Interference-Aware Beamforming (CIB)

In this chapter a number of linear techniques for spatial precoding and equalization in MIMO single-user and broadcast channels are discussed. Moreover, a new linear technique, using spatial precoding at the transmitter and spatial equalization at the receiver is introduced. Since this technique uses channel side information (CSI) at both sides, it is called a coordinated technique.

The ultimate goal of all techniques used in broadcast channels is to maximize the capacity. As we have seen in Section 1.1.2, the ergodic capacity, i.e., the average capacity over all possible channel realizations, can be used to evaluate the performances of precoding and equalization techniques.

We assume that there are $K$ active users (clients) in the broadcast channels and each client has $N_{r,i}$ receive antennas, i.e., the total number of independent data streams can be up to $\sum_{i=1}^{K} N_{r,i}$ and therefore the capacity region of the broadcast channel has up to $\sum_{i=1}^{K} N_{r,i}$ dimensions. An intuitive and tractable metric for evaluation of the transmission capability of this channel is its sum-rate capacity, defined as the sum of the capacities of all the spatial channels, $\sum_{i=1}^{K} \sum_{j=1}^{N_{r,i}} C_{i,j}$. Such capacity metric conceptually is close to the downlink throughput of a cell in cellular networks. Sum-rate capacity is used in this chapter as the performance metric to evaluate linear techniques proposed for MIMO broadcast channels.

A number of transmission techniques have been proposed to utilize MIMO in
practical systems for broadcast channels, where the interference is the major impairment compared to the channel noise [44]. For such applications DPC [33], [27],[26] is a capacity achieving and theoretically optimal technique that can transmit signal transparently through the interference. Techniques using Ranked Known Interference (RKI) [29] and Tomlinson-Harashima precoding [40] are proposed as practical alternatives to DPC. However, practical low-complexity alternatives to DPC for BCs are still under development.

Single-user MIMO SVD precoding [8] [45] is a natural candidate that can be easily extended to broadcast channels. However, in this approach the inter-user interference, which is known at the base station, is modeled as unknown noise, thus preventing it from achieving good performance in multi-user scenarios. Well addressed low complexity techniques which can nullify the inter-user interference are Zero Forcing BeamForming (ZFBF) [43] and Block Diagonal Zero Forcing (BDZF) [46] techniques. In ZFBF, each precoded data stream is designed to be orthogonal to the channels of all other streams so that the interference from other spatial channels is completely canceled. In BDZF, after precoding, each user’s signal space lies in the null space of all other users’ signal space, hence nullifying the inter-user interference.

These ZF techniques lead to closed form solutions for MIMO BC capacities. Furthermore, the ergodic sum capacity scales similar to DPC as a function of the number of users for Rayleigh fading channels [46]. Some more advanced techniques, for instance user scheduling, can be based on ZF. But before moving to such upper layer techniques, we need to make sure that the base technique is good enough. Actually, similar to the cases when ZF is applied to receive equalization which results in noise enhancement, the use of ZFBF and BDZF at the transmitter side attenuates the signal power. We can consider ZF and SVD as two extreme cases where SVD optimizes the received SNR regardless of the inter-user interference, and ZF nullifies the inter-user interference without being concerned about the received SNR. Indeed, SVD-MMSE outperforms ZF techniques at low SNR values but at high SNR its performance is dominated by interference and reaches an upper ceiling. Sum capacity of ZFBF and BDZF converge at high SNR region and both monotonically increase with the SNR. In this chapter we propose CIB which can be used with any number of transmit and receive antennas and interpolates between the sum-rates of SVD-MMSE at low SNR
and ZF at high SNR values. CIB can be used as a base technique upon which more complicated scheduling techniques can be developed.

Optimal linear transmit precoding design involves joint optimization of all users’ beamformers and their power allocation. The large number of parameters, the inter-dependency amongst the beamformers, and the power constraint make this optimization problem difficult to solve, even though the duality of MIMO-MAC and MIMO-BC studied in [47] helps to convert this non-convex optimization problem to a convex problem. The suboptimal CIB, developed in this chapter, breaks the inter-dependency of the beamformers, thus making the optimization more tractable. Furthermore, the CIB chooses the beamforming direction to balance the signal power of each user and the interference introduced by that user. Each user sacrifices part of its signal power to reduce the interference it causes to other users. The asymptotic optimality of the CIB in terms of SNR and number of users is evaluated through analytical and simulation results.

Notice that in this model during the channel estimation phase we cannot use a common pilot for estimating the precoded channel because each user uses a different precoding filter and thus the effective channel matrix contains the precoding filter as well as the raw channel matrix.

2.1 System and Channel Model

Our system model is basically a downlink flat-fading broadcast channel with multiple antennas at both transmitter and receiver sides. Suppose there are $K$ active users in the system at a given time slot. Let $N_t$ denote the number of transmit antennas at the base station and $N_{r,k}$ the number of receive antennas at each user $k$, $1 \leq k \leq K$ as shown in Figure 2.1. Each user operates in either full diversity mode or spatial multiplexing mode; depending on the wireless MIMO channel condition it experiences and/or client demands. In the spatial multiplexing mode, the base station transmits $L_k$ information symbols per channel use for user $k$, where $1 \leq L_k \leq \min(N_{r,k}, N_t)$. For user $k$, $\min(N_{r,k}, N_t)$ is the maximum number of independent data streams that a $N_{r,k}$-by-$N_t$ MIMO channel can accommodate. The method by which the system selects $L_k$ for each user can depend on different criteria, for instance, minimizing total
transmit-receive error or maximizing multi-user diversity. In cases when error rate is critical, or the channel for one user is ill-conditioned and therefore is hardly able to support multiple stream transmission, full diversity mode is used to transmit only one symbol per channel use in exchange for higher diversity order. Therefore, full diversity mode can be considered as a special case of spatial multiplexing mode. The choice of $L_k$’s is left for further optimization. We first present our analysis assuming a given set of $L_k$’s.

We assume the rank of each user’s channel matrix is equal to $\min(N_t, N_{r,k})$, indicating that maximum spatial multiplexing order is possible.

Transmitted symbols are assumed to be independent, complex random variables with unit power selected, for example, from a PSK constellation. We denote the index of the spatial subchannel of user $k$ by $l_k$, $1 \leq l_k \leq L_k$. User $k$’s $l_k$th symbol, $s_{l_k}^k$, is precoded by an assigned beamforming vector $t_{l_k}^k$. Every beamforming vector $t_{l_k}^k$ is normalized and has unit $L^2$ norm. The transmitter is total-power limited. The total transmit power constraint is denoted by $P$ and is referred to as the total SNR based on the following settings. Each spatial sub-channel data is allocated certain amount
of power $\alpha_{lk}^k$ which add up to $P$ over spatial channels of all users,

$$\sum_{k=1}^{K} \sum_{l_k=1}^{L_k} \alpha_{lk}^k = P.$$  

This means the beamforming signal of each spatial channel is the data symbol distributed over $N_t$ transmit antennas by $\mathbf{t}_{lk}^k$ and scaled by $\alpha_{lk}^k$. The transmit signal at the $N_t$ transmit antennas of the base station is the sum of all precoded symbol vectors

$$\mathbf{x} = \sum_{k=1}^{K} \sum_{l_k=1}^{L_k} \alpha_{lk}^k \mathbf{t}_{lk}^k \mathbf{s}_{lk}^k$$  

and the received signal by user $k$ is

$$\mathbf{y}_k = \mathbf{H}_k \mathbf{x} + \mathbf{n}_k = \mathbf{H}_k \sum_{l_k=1}^{L_k} \alpha_{lk}^k \mathbf{t}_{lk}^k \mathbf{s}_{lk}^k + \mathbf{H}_k \sum_{i=1}^{L_i} \sum_{l_i=1}^{L_i} \alpha_{li}^i \mathbf{t}_{li}^i \mathbf{s}_{li}^i + \mathbf{n}_k$$  

where the $N_{r,k}$-by-$N_t$ channel matrix $\mathbf{H}_k$ for any user $k$ is a random matrix whose entries are assumed to be i.i.d. circular complex Gaussian random variables with zero mean and variance $1/2$ per dimension. The channel matrices $\mathbf{H}_k, 1 \leq k \leq K$, are assumed to be known at the base station whereas user $k$ knows only the realizations of its own channel matrix $\mathbf{H}_k$ at the receiver end. The noise $\mathbf{n}_k$ is an $N_{r,k} \times 1$ vector with i.i.d. circular complex Gaussian components each with zero mean and unit variance, independent of the signal and the channel fading.

Linear spatial equalization is assumed to be employed in coordination with the transmit precoding. The received signal vector at user $k$, consisting of signal elements on each receive antenna is equalized by $\mathbf{w}_k$, the $l_k$th receiver equalizer. The result provides a decision variable for symbol detection of $s_{lk}^k$, given by

$$s_{lk}^k = (\mathbf{w}_{lk}^k)^H \mathbf{y}_k$$

$$= (\mathbf{w}_{lk}^k)^H \mathbf{H}_k \alpha_{lk}^k \mathbf{t}_{lk}^k \mathbf{s}_{lk}^k + (\mathbf{w}_{lk}^k)^H \mathbf{H}_k \sum_{(i,l_i) \neq (k,l_k)} \alpha_{li}^i \mathbf{t}_{li}^i \mathbf{s}_{li}^i + (\mathbf{w}_{lk}^k)^H \mathbf{n}_k$$
where the three terms in Equation (2.4) can be considered as the desired signal, the interference, and the noise, respectively. The receiver equalizer $\mathbf{w}_k^h$ can be arbitrarily scaled without affecting the performance.

### 2.2 SVD-MMSE Precoding

SVD-MMSE technique uses SVD decomposition at the transmitter as a precoding technique and linear MMSE at the receiver for equalization [48].

This scheme performs SVD decomposition on the individual channel matrices of each user $k$, $\mathbf{H}_k$, at the transmitter side,

$$\mathbf{H}_k = \mathbf{U}_k \mathbf{D}_k \mathbf{V}_k^H.$$  

The precoding vectors for each individual user signal is selected as the column vectors of the matrix $\mathbf{V}_k$. Therefore, by Equation 2.1, the precoding vectors of the spatial channels of user $k$ in SVD-MMSE technique are set to be

$$[t^1_k, \ldots, t^{L_k}_k] = [v^1_k, \ldots, v^{L_k}_k],$$

where $v^1_k, \ldots, v^{L_k}_k$ are $L_k$ column vectors of matrix $\mathbf{V}_k$. In this case the transmit signal becomes

$$\mathbf{x} = \sum_{k=1}^K \sum_{l_k=1}^{L_k} \alpha_{k,l_k}^h \mathbf{v}^{l_k}_k \mathbf{s}^{l_k}_k. \quad (2.5)$$

For a more compact notation we define

$$\mathbf{V}^{L_k}_k = [v^1_k, \ldots, v^{L_k}_k].$$

Using this notation the transmit signal of SVD-MMSE given by Equation 2.5 can be rewritten as

$$\mathbf{x} = \sum_{k=1}^K \mathbf{V}^{L_k}_k \mathbf{P}_k \mathbf{s}_k \quad (2.6)$$
where $s_k$ is a vector of size $L_k$, defined as

$$s_k = [s_1^k, s_2^k, \ldots, s_{L_k}^k]$$

and $P_k$ is a diagonal matrix representing power allocation, i.e.,

$$P_k = \begin{bmatrix}
\alpha_1^k & 0 & \cdots & 0 \\
0 & \alpha_2^k & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \alpha_{L_k}^k
\end{bmatrix}.$$  

Note that when $L_k < \min(N_t, N_r, k)$, in order to exploit the maximum channel gains, we select vectors $V_k^{L_k}$ in $V_k$ that are corresponding to the $L_k$ largest singular values.

When used with water-filling power allocation, this SVD transmit scheme is optimal in the sense that it maximizes the single user channel capacity and fully exploits the channel gain. However, in multi-user downlink case, where interference is the dominant impairment, this precoding technique does not address the problem of interference. That is, $V_k$ of user $k$ is only a function of $H_k$ and is independent of all other users’ precoded signals. Actually, the single user SVD scheme can be regarded as a matched filter matched to the orthonormal basis $U_k$ and $V_k$ from two sides. So if SVD scheme is used for each user, the demodulators will experience not only AWGN but also colored multi-user interference. A minor modification is to use MMSE at the receiver of each user due to the fact that the receiver of each user can observe the multi-user interference. By doing so, the multi-user interference seen by the receiver can be mitigated to a certain level.

The problem of power allocation for this scheme is more challenging than the single user case. Since the multi-user interference exists and moreover, the multi-user interference depends on the choice of precoding and power allocation, we cannot simply use water-filling or similar power allocation techniques in this case. Here, for comparison purposes, we allocate the total available power equally on every spatial channel of every user although this allocation is not optimal. This means that we set

$$P_k = \frac{P}{\sum_{k=1}^{K} L_k} I.$$
As a result, the received signal before equalization can be written as
\[ y_k = H_k x + n \]
\[ = H_k V_k^L P_k s_k + H_k \sum_{i=1}^{i=k} V_i^L P_i s_i + n. \]  
(2.7)

The linear MMSE reception has the following form,
\[ r_k = R_k^H y_k \]
\[ = R_k^H H_k V_k^L P_k s_k + R_k^H H_k \sum_{i=1}^{i=k} V_i^L P_i s_i + R_k^H n \]
and \( R_k \) is selected to maximize the MSE
\[ R_{k, opt} = \arg \max_{R_k} \mathbb{E} [ \| r_k - s_k \|^2 ]. \]

Since all data symbols \( s_k^{l_k}, 1 \leq k \leq K, 1 \leq l_k \leq L_k \) and noise components are independent and zero mean random variables,
\[ R_k = \left[ \sum_{i=1}^{i=k} H_k V_i^L P_i P_i^H (V_i^L)^H H_k^H + I \right]^{-1} H_k V_k^L P_k. \]

2.3 Zero-Forcing Precoding

If we define \( s = [s_1^T, s_2^T, \ldots, s_K^T]^T \),
\[ T = [t_1^1, t_1^2, \ldots, t_1^L, t_1^2, \ldots, t_1^L, \ldots, t_K^1, \ldots, t_K^L], \]
\[ y = [y_1^T, y_2^T, \ldots, y_K^T]^T, \]
\[ n = [n_1^T, n_2^T, \ldots, n_K^T]^T \] and
and

\[ H = \begin{bmatrix} H_1 \\ H_2 \\ \vdots \\ H_K \end{bmatrix}, \]

then we have

\[
\begin{align*}
x &= Ts \\
y &= Hx + n \\
  &= HTs + n.
\end{align*}
\]

Similar to an IIR channel inverse filter, ZF precoding has the form of \( T = \alpha H^{-1} \), where \( H^{-1} \) is the right pseudo-inverse of the channel matrix \( H \), and therefore, \( HT = I \). The positive scalar \( \alpha \) is to scale the power that \( H^{-1} \) induces to meet the total power constraint, i.e.,

\[
\alpha \sum_i \| (H^{-1})_i \|^2 = P,
\]

where \( (X)_i \) denotes the \( i \)th column of \( X \).

Since here we assume the right pseudo-inverse of the channel matrix exists, we automatically assume that the channel \( H \) has fewer rows than columns, this assumption is equivalent to the assumption that the sum of all users’ receive antennas is less than the number of transmit antenna, i.e.,

\[
\sum_{k=1}^{K} N_{r,k} \leq N_t.
\]

This dimension limit on ZF precoding is different from SVD-MMSE technique where these is no such limit. In large systems this assumption is not realistic. Therefore, additional scheduling is required to exclude some users.

Based on the above, the received signal vector on all receive antennas is simply

\[
y = \alpha s + n. \quad (2.8)
\]
Equation 2.8 looks like a typical parallel Gaussian channel. However, the average transmitted power is not the average power of $s$ but the average power of $x$, i.e.,

$$
P = \frac{\alpha E[\|x\|^2]}{E[H]}
= \frac{\alpha E[\|H^{-1}s\|^2]}{E[H]}.
$$

(2.9)

ZF receivers are also referred as decorrelator and are well-known to cause noise amplification when the channel is nearly rank deficient. When decorrelation is used in precoding, the noise amplification effect at the receiver side becomes the transmitted power amplification effect at the transmitter side. In both cases the objective is to restore the orthogonality of the signal that is reshaped by the channel.

To elaborate, we can denote the SVD of $H$ as $H = UDV^H$ and rewrite the transmitted power in Equation 2.9 as

$$
P = \alpha E[\|D^{-1}U^Hs\|^2|H]
= \alpha E\left[\sum_j \lambda_j^{-2}\|s_j\|^2|H\right].
$$

The last equation follows from the fact all the column vectors of the unitary matrix $U$ have unit norm. If we assume the signal constellation is designed such that all symbols has absolute unit power, we can further simplify the above equations to

$$
P = \alpha \sum_j \lambda_j^{-2}.
$$

From Equation 2.8 we note that since the total power constraint $P$ is fixed, $\alpha$ becomes small when $\lambda_j^{-2}$ becomes large and such $\alpha$ has a direct impact on the signal scaling. Larger values of $\alpha$ result in smaller error probabilities. However, recall that we have assumed that the distribution of all elements of the channel matrix are Rayleigh distributed \cite{49}, in some cases when the condition number $\kappa_2(H)$ is large, the quantity $\lambda_j^{-2}$ is dominated by the largest singular values and therefore limit $\alpha$ to a small scaling.
factor. As a result, channel orthogonalization by ZF precoding suffers from large transmitted power requirements.

2.4 Block-Diagonal Zero-Forcing Precoding

In ZF precoding, every receive antenna carries an independent data stream (spatial multiplexing). The receiver detects the transmitted signal from each receive antenna individually. However, some users may have more than one receive antenna, which means the detector of a certain user may collect information from a number of antennas and perform joint detection. Even for independent circular noise the performance of joint detection is always better than individual detection [50]. For example, the decision regions of the detection problem in Equation 2.8 in two dimensional BPSK signal case (corresponding to the two antennas) are squares for individual detection but are hexagons for joint detection.

In [51], a novel precoding technique is proposed based on ZF and collaboration among receive antennas so that the detection performance can be improved. Here we keep most of the assumptions made in previous sections. Define

\[
\tilde{H}_k = \left[ H^T_1, \ldots, H^T_{k-1}, H^T_{k+1}, \ldots, H^T_K \right]^T
\]

and SVD of \( \tilde{H}_k \), with the convention that singular values are placed in descending order, as

\[
\tilde{H}_k = \tilde{U}_k \tilde{D}_k \left[ \tilde{V}^{(1)}_k, \tilde{V}^{(0)}_k \right]^T
\]

where the column vectors of \( \tilde{V}^{(1)}_k \) are the first \( N_t - L_k \) right singular vectors and the column vectors of \( \tilde{V}^{(0)}_k \) are the rest of right singular vectors. Assuming \( \sum_{k=1}^{K} N_{r,k} = N_t \), the dimensions of \( \tilde{H} \) is \( N_t - N_{r,k} \)-by-\( N_t \). It is easy to see that \( L_k \) needs to satisfy the condition \( 1 \leq L_k \leq \text{rank}(\tilde{H}) \leq (N_t - N_{r,k}) \). The orthonormal basis \( \tilde{V}^{(0)}_k \) is the null space of \( \tilde{H}_k \), i.e.,

\[
\tilde{H}_k \tilde{V}^{(0)}_k = 0,
\]

or,

\[
H_i \tilde{V}^{(0)}_k = 0, \quad 1 \leq k \leq K \text{ and } i \neq k.
\]
From above, if we use $\tilde{V}_k^{(0)}$ as the precoding matrix for signal $s_k$ of user $k$, then for all users,

$$T'' = \left[ \tilde{V}_1^{(0)}, \tilde{V}_2^{(0)}, \ldots, \tilde{V}_K^{(0)} \right]$$

and

$$HT'' = \begin{bmatrix}
H_1\tilde{V}_1^{(0)} & 0 & \ldots & 0 \\
0 & H_2\tilde{V}_2^{(0)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & H_K\tilde{V}_K^{(0)}
\end{bmatrix}$$

In this way, the multi-user channel matrix $H$ is block-diagonalized. This method separates the signals of different users and thus eliminates the multi-user interference. Although the defined $T''$ is a legitimate precoding matrix, in order to maximize the sum-rate capacity, further operations are needed. Using $T''$, signals from different users become parallel. Each of these parallel channels is a MIMO single user channel. Therefore, maximizing the sum-rate capacity based on the block diagonalization of the channel matrix is equivalent to maximizing the capacity of each users’ MIMO channel under a total power constraint $P$. Similar to the analysis in [8], user $k$’s equivalent single user MIMO channel can be decomposed by SVD as

$$H_k\tilde{V}_k^{(0)} = \bar{U}_k\bar{D}_k\left[ \tilde{V}_k^{(1)}, \tilde{V}_k^{(0)} \right]^H$$

where the number of column vectors in $\tilde{V}_k^{(1)}$ equals to $L_k$, the spatial multiplexing order of user $k$.

Now we define a new precoding matrix

$$T' = \left[ \tilde{V}_1^{(0)}\tilde{V}_1^{(1)}, \tilde{V}_2^{(0)}\tilde{V}_2^{(1)}, \ldots, \tilde{V}_K^{(0)}\tilde{V}_K^{(1)} \right]$$

and a spatial equalization matrix

$$R = \begin{bmatrix}
R_1 & 0 & \ldots & 0 \\
0 & R_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & R_K
\end{bmatrix}$$
where \( \mathbf{R}_k = \mathbf{U}_k \), then the channel can be totally diagonalized by the left multiplication factor \( \mathbf{R}_k^H \) and the right multiplication factor \( \mathbf{T}' \) as

\[
\mathbf{R}_k^H \mathbf{H} \mathbf{T}' = \begin{bmatrix}
\mathbf{D}_1 & 0 & \ldots & 0 \\
0 & \mathbf{D}_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbf{D}_K
\end{bmatrix}.
\]

We observe that not only the channels of different users are made parallel but the spatial channels of individual users are made parallel as well. The transmission-reception system model now becomes

\[
r = \mathbf{R}_k^H \mathbf{y} = \mathbf{R}_k^H \mathbf{H} \mathbf{T}' \mathbf{P} \mathbf{s} + \mathbf{R}_k^H \mathbf{n}
\]

or equivalently,

\[
r_k = \mathbf{R}_k^H \mathbf{H}_k \left( \sum_{k=1}^{K} \mathbf{V}_k^{(0)} \mathbf{V}_k^{(1)} \mathbf{P}_k \mathbf{s}_k \right) + \mathbf{R}_k^H \mathbf{n}_k.
\]

Similarly, \( \mathbf{r} \) is defined as

\[
\mathbf{r} = \begin{bmatrix}
\mathbf{r}_1 \\
\mathbf{r}_2 \\
\vdots \\
\mathbf{r}_K
\end{bmatrix}.
\]

Note that \( \mathbf{R}_k^H \mathbf{n} \) and \( \mathbf{R}_k^H \mathbf{n}_k \) are still white and Gaussian since the blocks \( \mathbf{R}_k \), \( 1 \leq k \leq K \), are orthonormal and so are the columns of the block diagonal matrix \( \mathbf{R} \) with block components \( \mathbf{R}_k \).

Now transmitted power allocation can be done based on the preferred objective; either the error rate or the sum-rate. Equal power allocation can be used when the objective function is difficult to optimize.
2.5 Coordinated Interference-Aware Beamforming

Coordinated communications between transmitters and receivers is a natural generalization of precoding techniques since in many cases the CSI acquired by the transmitter is from the receiver, the assumption that CSI in certain form is available at both transmitter and the receiver sides is valid in many cases. For instance, in cellular networks, access terminals report channel quality indicator periodically to the base station. Coordinated beamforming tunes both communication sides jointly to enhance the beam power and therefore has a potential gain over techniques utilizes CSI at only one sides. Many researchers have focused on this topic [52] in recent years.

We assume a homogeneous network setting [53] in which all spatial channels are allocated the same amount of power, i.e., \( P/(KN_r) \) for the spatial multiplexing mode and \( P/K \) for the full diversity mode. This is in contrast to SVD-MMSE, BDZF and ZFBF techniques that use their own power allocation schemes.

Suppose user \( k \) has \( L_k \) independent data streams for transmission, \( 1 \leq L_k \leq N_r \). Each symbol is first multiplied by the transmit beamforming vector and then added to similar terms from other users, as given in Equation (2.1). The channel matrix \( H_k \) operates on the common transmitted signals to result in the received vector as shown in Equation (2.2). The receiver equalizer combines the channel outputs to produce the estimate of the symbol of interest as given by Equation (2.3). We can interpret the relationship between \( s_{l_k}^k \) and \( s_{l_k}^k \) as a realization of a spatial channel and define \( \gamma_{l_k}^k \) as the effective SINR for this channel. In the rest, for the sake of brevity, we consider the case where \( N_{r,k} = N_r \) for all \( k \) and \( N_t \geq N_r \). A simple modification is needed when \( N_r \geq N_t \).

2.5.1 Full Diversity Mode

First we consider the case where all users are in full diversity mode, i.e., \( L_k = 1 \) for all users, i.e., \( 1 \leq k \leq K \). In this case the symbol index \( l_k \) can be eliminated. The
effective SINR can now be expressed as

\[
\gamma_k = \frac{\mathbb{E} \left[ w_k^H H_k t_k s_k t_k^H H_k^H w_k \right]}{\mathbb{E} \left[ w_k^H \left( H_k \sum_{i=1}^K t_i s_i + n_k \right) \right]^2} = \frac{w_k^H H_k t_k t_k^H H_k^H w_k}{w_k^H \Phi_k w_k} \tag{2.11}
\]

where

\[
\Phi_k = H_k \sum_{i=1, i \neq k}^K t_i t_i^H H_k^H + I,
\]

and the expectation is taken over transmit symbols and the noise. The beamforming and the equalization vectors for user \( k \) are denoted as \( t_k \) and \( w_k \) as before but the superscripts are eliminated. The effective SINR is the key parameter to design the beamforming and equalization vectors since the capacity and the bit error rate (BER) can be expressed as proportional functions of it. Maximizing this effective SINR pushes the channel capacity toward its maximum and the BER toward its minimum, as what we expected.

It is also notable that the nominator of Equation (2.11) represents the desired signal power whereas the denominator represents the interference power plus the noise power. Equation (2.11) is in the form of a Rayleigh quotient with respect to vector \( w_k \). Maximization of a Rayleigh quotient results in a generalized eigenvalue problem. To see this, let us first determine the extreme points of \( \gamma_k(w_k) \), i.e., the points \( w_k^* \) satisfying

\[
\nabla \gamma_k(w_k^*) = 0.
\]

The gradient \( \nabla \gamma_k(w_k) \) is calculated as

\[
\nabla \gamma_k(w_k) = \frac{2 H_k t_k t_k^H H_k^H w_k w_k^H \Phi_k w_k - 2 (w_k^H H_k t_k t_k^H H_k^H w_k) \Phi_k w_k}{(w_k^H \Phi_k w_k)^2} = \frac{2 H_k t_k t_k^H H_k^H w_k - 2 \gamma_k(w_k) \Phi_k w_k}{w_k^H \Phi_k w_k}.
\]
Setting $\nabla \gamma_k(w_k) = 0$ we obtain
\[
H_k t_k t_k^H H_k^H w_k = \gamma_k(w_k) \Phi_k w_k.
\] (2.12)

Equation (2.12) shows that the solutions of $\gamma_k(w_k)$ are extreme (stationary) points. Solving Equation (2.12) is equivalent to solving a generalized eigenvalue problem. Since $\Phi_k$ is invertible, we can rewrite Equation (2.12) as
\[
\Phi_k^{-1} H_k t_k t_k^H H_k^H w_k = \gamma_k(w_k) w_k.
\]

The eigenvalues of $\Phi_k^{-1} H_k t_k t_k^H H_k^H$ are the solutions for $\gamma_k(w)$.

Using Sylvester’s rank inequality, we have
\[
\text{rank}(\Phi_k^{-1} H_k t_k t_k^H H_k^H) \leq \min(\text{rank}(\Phi_k^{-1}), \text{rank}(H_k t_k t_k^H H_k^H)).
\]

It is easy to see the matrix $H_k t_k t_k^H H_k^H$ has rank 1. Therefore, the matrix $\Phi_k^{-1} H_k t_k t_k^H H_k^H$ has only one non-zero eigenvalue. This eigenvalue is positive since $\gamma_k$ is positive. This unique eigenvalue can be found to be
\[
\gamma_k = t_k^H H_k^H \Phi_k^{-1} H_k t_k
\] (2.13)

and the corresponding eigenvector that maximizes $\gamma_k$ is given by
\[
w_k^{\text{mmse}} \propto \Phi_k^{-1} H_k t_k
\]
which is indeed the linear MMSE receiver. Note that although individual channel matrices of other users are unknown to user $k$, $\Phi_k^{-1} H_k t_k$ is the information that user $k$ can obtain by using a training sequence.

From Equation (2.13), we observe that the effective SINR of user $k$ depends not only on its own beamforming vector, but also on the beamforming vectors of all other users. This makes individual optimization of each effective SINR quite difficult. Instead of direct optimization of all SINRs, we derive a lower bound on the effective SINRs.
Lemma 1 For any vector $a$ and any nonsingular Hermitian positive definite matrix $Q$, we have
\[ a^H Q^{-1} a \geq \frac{(a^H a)^2}{a^H Q a} \]

Proof: Since matrix $Q$ is positive definite, by the Cholesky factorization,
\[ Q = B^H B \quad \text{and} \quad Q^{-1} = B^{-1} B^H. \]

Using the Cauchy-Schwartz inequality we obtain
\[ a^H Q^{-1} a \cdot a^H Q a \geq (a^H B^{-1} B a)^2 = (a^H a)^2. \]

By Lemma (1), the effective SINR (2.13) is lower bounded as follows,
\[
\gamma_k \geq \frac{(t_k^H H_k^H H_k t_k)^2}{t_k^H H_k \left( H_k \sum_{i=1}^{K} t_i H_i^H H_k^H + I \right) H_k t_k}
\]
\[
= \frac{(t_k^H H_k^H H_k t_k)^2}{\sum_{i=1}^{K} (t_k^H H_k^H H_k t_i)^2 + t_k^H H_k^H H_k t_k}
\]
\[
\geq \frac{t_k^H H_k^H H_k t_k}{\sum_{i=1}^{K} t_i^H H_i^H H_k t_i + 1}
\]

where the inequality in (2.16) follows from the Cauchy-Schwartz inequality
\[ (t_k^H H_k^H H_k t_i)^2 \leq (t_k^H H_k^H H_k t_k) (t_i^H H_i^H H_k t_i). \]

The above analysis indicates that with a linear MMSE receiver, the effective SINR is lower bounded by the ratio of the signal power to the sum of the interference power of all other streams leaked to the user $k$ and the noise. This interference power can
be approximated by the sum of the interference power from user \( k \) to all other users

\[
\sum_{i=1\atop i\neq k}^{K} t_i^H H_i^H H_k t_i \approx \sum_{i=1\atop i\neq k}^{K} t_i^H H_i^H H_k t_k \quad \forall k \in \{1, \ldots, K\}.
\] (2.17)

We will discuss this approximation (2.17) in detail in Section 2.5.3.

The approximation of the lower bound of the effective SINR involves only the transmit beamforming vector of the corresponding user. Each of the quantities given by Equation (2.18) can be maximized individually. Here again the expression in Equation (2.18) is a Rayleigh quotient. The optimal choice of the beamforming vector of user \( k \) that maximizes the quotient is the maximum eigenvector, i.e., the eigenvector corresponding to the largest eigenvalue of the matrix

\[
\left( \sum_{i=1\atop i\neq k}^{K} H_i^H H_i + \frac{1}{P_k} I \right)^{-1} H_k^H H_k.
\] (2.19)

The resulting transmit beamforming vector \( t_k \), along with receive beamforming vector \( w_k \) maximize the approximate lower bound of user \( k \)'s effective SINR. The solutions for both transmit and receive beamforming are in closed form and can be computed with low computational complexity.

### 2.5.2 Spatial Multiplexing Mode

As we saw in Section 2.1, a user \( k \) working in the spatial multiplexing mode can be considered as \( L_k \) full diversity users experiencing the same channel matrix. The effective SINRs of user \( k \) are then the diagonal elements of

\[
\Psi_k = T_k H_k^H \Phi_k^{-1} H_k T_k,
\]
where
\[
\Phi_k = H_k \sum_{i=1}^{K} T_i T_i^H H_k^H + I
\]
and \( T_k = [t_1^k, t_2^k, \ldots, t_N^k] \) is designed such that \( \Psi_k \) is a diagonal matrix whose elements are the SINRs of each stream. This mode of operation requires \( T_k \) to be column-wise orthogonal and capable to be used in simultaneous diagonalization, which indicates that the spatial channels of one user are orthogonal and the interference among them is canceled. Similar to Equation (2.16), we can lower bound \( \Psi_k \) by
\[
\Psi_k \gtrsim \frac{T_k^H H_k^H H_k T_k}{T_k^H \left( \sum_{i=1}^{K} H_i^H H_i \right) T_k + I} \tag{2.20}
\]
where the symbol \( \gtrsim \) is defined to mean that \( A \gtrsim B \) is equivalent to \( A - B \) is a diagonal matrix with all elements on the diagonal non-negative. Constrained by the orthogonal structure of \( T_k \), the maximization of Equation (2.20) results in the first \( N \) maximum eigenvectors of
\[
\left( \sum_{i=1}^{K} H_i^H H_i + \frac{KN}{P} I \right)^{-1} H_k^H H_k \tag{2.21}
\]

2.5.3 Interference Equivalence

Considering the model introduced in Section 2.5.2 as an example, the total interference that user \( k \) receives from all other users can be defined as
\[
I_k^e = \sum_{i=1}^{K} \sum_{l=1}^{N} t_{i,l}^H H_k^H H_k t_{i,l} = \sum_{i=1}^{K} \text{tr} \left( T_i^H H_k^H H_k T_i \right)
\]
and similarly, the total interference that user $k$ contributes to all other users is defined as

$$I^c_k = \sum_{i=1}^{N} \sum_{l=1}^{K} t^H_{k,l} H^H_i H_i t_{k,l} = \sum_{i=1}^{K} \sum_{i \neq k} T^H_k H^H_i H_i T_k.$$ 

We refer to the condition under which $I^s_k = I^c_k$ for all $k$, as Interference Equivalence (IE). Many beamforming techniques that have explicit solutions satisfy the IE condition. For instance, BDZF and ZFBF are among those beamforming techniques since both $I^s_k$ and $I^c_k$ are zero. It is easy to check that SVD-MMSE with power allocation proportional to the channel gain of the Eigen channels also satisfies the IE condition. A sufficient condition for IE to be held is that $T_k = A H^H_k$ for all $k$, where $A$ is a symmetric matrix because

$$\text{tr} \left( H_i A^H H^H_k H_k A H^H_i \right) = \text{tr} \left( H_k A^H H^H_i H_i A H^H_k \right)$$

for all $i \neq k$. Note that $A$ is the same for all users. For CIB, when the number of users, $K$, gets large, the matrix inside the inverse in Equation (2.21) becomes independent of the user index and therefore satisfies the IE condition [8].

### 2.5.4 Optimality Analysis

Given that the transmit beamforming matrix of CIB is capable of performing simultaneous diagonalization, Equation (2.20) indicates the optimality of CIB at extreme cases of SNR. At low SNR values, the identity matrix which is the noise power term dominates the denominator and the interference term vanishes. The transmit beamformer tends to match itself along the maximum eigenvectors of $H^H_k H_k$ to enhance the signal power. This behavior makes CIB to converge to SVD-MMSE at low SNR. At high SNR values where interference is dominant, the term representing the interference power, i.e., $T_k^H (\sum_{i \neq k} H^H_i H_i) T_k$, dominates the denominator of Equation (2.20) and $T_k$ matches to smallest eigenvectors of $\sum_{i \neq k} H^H_i H_i$. In other words, in the setting of BDZF, $T_k$ of CIB converges to the eigenvectors corresponding to the zero eigenvalues which is exactly the approach used by the BDZF strategy.
2.6 Performance Analysis

We first compare the ergodic sum-rate achieved by the CIB, SVD-MMSE, BDZF and ZFBF without waterfilling. The studied scenario has 10 users where each has 2 receive antennas. The base station has 20 transmit antennas. The total throughput is plotted as a function of the total SNR, shared by 20 spatial channels. As we have seen, SVD-MMSE works good at low SNR values but reaches an upper ceiling at high SNRs where interference dominates the performance. The results of the three ZF techniques are shown in Figure 2.2. These techniques can completely nullify all the inter-user interference at the transmitter side so that the receiver can simply perform an interference-free detection. Although their achievable sum-rate converge together and to the sum-rate of CIB at high SNRs, their performance is poor at low
SNRs where noise has more impact than interference. The proposed CIB roughly connects the peak rate of SVD-MMSE at low SNRs, (with a small offset caused by the approximation error) to the peak rate of ZF at high SNRs. CIB uses equal power allocation which at high SNRs maximizes the sum-rate in a number of different settings [54]. It is also interesting to notice that even though BDZF and ZFBF use waterfilling power allocation schemes to enhance their performance at low SNRs, their performance is inferior to CIB with equal power allocation.

The scaling law of the sum-rate of DPC and linear precoding with respect to the number of users is also of interest [55]. In the plot shown in Figure 2.3 each user employs 2 receive antennas and the number of transmit antennas is assumed to be $2K$ in order for BDZF to operate. The total transmit SNR is fixed at 25 dB regardless of

![Figure 2.3: Total throughput varies with number of users each has two receive antennas](image-url)
the number of users in the system. As stated in [46], for small number of users, BDZF achieves almost the same throughput as DPC. When the number of users increase, DPC exhibits better performance than BDZF. In Figure 2.3 we can clearly see that the slopes of the ZF techniques are lower than that of CIB and depart more and more from what CIB achieves as the number of users increases. The linear increase of the sum-rate is noticed for the CIB while for BDZF it only increases logarithmically.

2.7 Conclusions

We have introduced the CIB scheme as a coordinated beamforming technique for downlink MIMO BCs which employs both linear transmit precoding and linear receive equalization. This technique is linear, has a closed form solution and requires no iteration in computation, other than the SVDs. Hence, CIB features low complexity. Users in the system can work either in the full diversity mode or the spatial multiplexing mode. The spatial multiplexing order of each user could be any positive integer from one to the minimum of the number of transmit and receive antennas. The selection of the number of transmit and receive antennas is not constrained. The throughput of the CIB is larger than that of the SVD-MMSE and BDZF or ZFBF schemes in many cases of interest including low and high transmit powers, small and large number of users. Consequently, CIB can serves as a base technique for more complicated techniques such as optimal power allocation or user scheduling schemes. The diversity gain and spatial multiplexing gain can be balanced to enhances the performance by providing more flexibility which can be used by upper layer scheduling algorithms.

A similar work is done in [56], where interference of the user of interest to other users is called power leakage. The optimization criteria used there is to maximize signal to leakage and noise power, which results in a solution similar to the CIB.
Chapter 3

A Linear Beamforming Technique for MIMO CDMA

In WCDMA/HSDPA [57], a number of techniques employing MIMO are proposed for FDD and TDD modes as part of the standard [58]. In this chapter, following the discussion of CIB in Chapter 2, a coordinated MIMO beamforming technique for CDMA systems transmitting over frequency selective fading channels is proposed. Factors that affect the performance of CDMA based systems include self-interference due to the delay spread of the channel, multiple access interference from other users, fading due to the small scale multipath propagation, and the additive noise. Frequency selective fading, which models the communication channel in urban areas at high data rates as specified in 3G applications, can cause major problems for system designer. Frequency-selective spatial channel is used in [59] to model such scenarios in the WCDMA channel. MIMO systems are employed in the WCDMA frequency-selective channels, particularly when the number of resolvable taps is so small that the ISI is negligible while ICI is more significant.

In HSDPA FDD mode, one or more High Speed Downlink Shared CHannels (HS-DSCH) at spreading factor of 16 are time multiplexed among users, preferably all allocated to a single user at any time to exploit multi-user diversity in order to approach the sum capacity. When the user channels are not ergodic, some users can never get a better channel to select due to the near-far effect. In such cases, simultaneous transmission to multiple users at one time may be required to make transmission
fair to all users. The technique proposed in this chapter, which is similar to Coordinated Interference-aware Beamforming (CIB) for flat-fading channels discussed in Chapter 2 and [60], can provide means to schedule multiple users.

Chip-level receivers are well understood and adequately discussed in [61], [62], and [63]. Effective chip-level equalization tries to restore synchronism and orthogonality amongst active users. The main benefit of chip-level equalization is that the transceiver design becomes independent from the spreading codes resulting in decreased computational complexity especially in MIMO systems. In the proposed CIB technique, chip-level MMSE equalization is coordinated with appropriate transmit precoding to achieve a good balance between performance metrics, i.e., capacity, error rate, and complexity.

3.1 The Single User MIMO-CDMA Channel

A narrowband flat fading channel can be modeled by a single-tap filter, which assumes most of the multipaths arrive during one symbol time. In wideband systems, however, the signal bandwidth is much larger than the channel coherence bandwidth. Therefore, the delay spread is longer than one symbol time meaning that the transmitted signals arrive at the receiver over multiple symbol durations. The discrete baseband equivalent channel can be modeled as

\[ y[m] = \sum_{l=0}^{L-1} h_l[m] x[m - l] + w[m], \]  

(3.1)

where the channel response is assumed to have a finite number of taps \( L \). It is easy to see that there are \( L - 1 \) replicas of the \( m \)th symbol interfering the following symbols. This interfering effect is called inter-symbol interference (ISI).

In wireless communication systems, whether multiple antennas are used or not, there are three common techniques used to combat against the delay effect of the frequency-selective channel. For single carrier systems equalization is normally used to mitigate the ISI by enhancing the current symbol and suppressing the interference symbols. For multiple carrier systems the channel is divided into a number of non-interfering (orthogonal) sub-carriers, hence the wideband channel is transformed into
many parallel narrowband channels, thus eliminating the inter-sub-channel interference. In DSSS systems when the processing gain is large enough, we could assume that the maximum delay (the delay of the $L$th tap) is smaller than one symbol time. In this case the current symbol can at most affect one following symbol. Therefore, the ISI is small and can be neglected, however, the inter-chip interference still exists. When the processing gain is not large enough, the received signal is corrupted by ISI and equalization is needed. In fact, for large processing gains, techniques against multipath are needed to mitigate the inter-chip interference and exploit frequency diversity, which might be considered as equalization for chips. Table 3.1 presents the similarity of ISI equalization techniques and MIMO techniques.

A sequence of information symbols is organized as a vector $\mathbf{d}$ of length $K$, which is
connected in parallel to the modulator. Entries of \( d \) are assumed to be i.i.d. random variables. All antennas are assumed to use the same spreading code, denoted by \( c \), with spreading gain \( G \) whose power is normalized, i.e., \( \sum_{i=0}^{G-1}|c_i|^2 = 1 \). The spread signal vector is denoted by a \( KG \times 1 \) vector \( s = Cd \), where \( C \) is a block diagonal matrix whose diagonal elements are the components of vector \( c \). When channel state information is assumed to be known at the transmitter, the spread signal \( s \) can be reshaped by a transmit precoding \( KG \times KG \) matrix \( H_Tx \) which does not change the dimension of \( s \). The signal vector \( (KG \times 1) \)

\[
x = H_Tx s = H_Tx Cd
\]
is transmitted by the transmit antennas with each \( G \) entries transmitted by one antenna.

The multi-antenna multipath channel is described by a block matrix

\[
H = \begin{bmatrix}
H_{1,1} & \cdots & H_{1,K} \\
\vdots & \ddots & \vdots \\
H_{Q,1} & \cdots & H_{Q,K}
\end{bmatrix}_{Q(G+L-1) \times KG}
\]

where \( K \) and \( Q \) are the number of transmit and receive antennas, respectively, and it is assumed that \( K \leq Q \). \( L \) is the number of maximum resolvable taps of the channel and

\[
H_{k,q} = \begin{bmatrix}
{h_{1,1}^{k,q}} & \cdots & h_{1,2}^{k,q} \\
\vdots & \ddots & \vdots \\
{h_{L,1}^{k,q}} & \cdots & h_{1,G}^{k,q} \\
{h_{L,2}^{k,q}} & \cdots & \vdots \\
& \ddots & h_{L,G}^{k,q}
\end{bmatrix}_{(G+L-1) \times G}
\]

where the superscripts of the entries are the indices of antennas and subscripts are the indices of taps and chips, respectively. When the channel is assumed time-invariant,
the index of chips is eliminated and

\[
H_{k,q} = 
\begin{bmatrix}
  h_{1}^{k,q} \\
  \vdots \\
  h_{L}^{k,q} \\
  \vdots \\
  h_{L}^{k,q} \\
\end{bmatrix}
\]

The received signal \( r \) is,

\[
r = Hx + n = [r_{1}^{T}, \ldots , r_{Q}^{T}]^{T}
\]

which has dimension \( Q(G + L - 1) \times 1 \) and each \( r_q \) is a \( G + L - 1 \) dimensional vector.

The receiver side, similar to the transmitter side, multiplies the received signal \( r \) by a post-processing matrix \( H_{Rx} \) with dimension \( Q(G + L - 1) \times KG \) and then despreads

\[
\hat{d} = C^{\dagger}H_{Rx}^{\dagger}r = C^{\dagger}H_{Rx}^{\dagger}Hx + C^{\dagger}H_{Rx}^{\dagger}n.
\]

The resulting \( \hat{d} \), is a \( K \) dimensional vector and is an estimate of the original data sequence \( d \). Note that the receiver post-processing matrix \( H_{Rx} \) does not depend on the spreading sequences, but only on the channel characteristics that are assumed to be slowly varying. Such receiver structure indicates that the chip-level equalization is employed. A chip-level equalizer is computationally more efficient than a symbol-level equalizer, though it is not optimal for the symbol detection. More detail on the justification of this technique compared to symbol-level equalization, can be found in [61], [64], [62], [63].

### 3.2 Single User Linear Chip-Level Transceiver

The chip-level equalization considers the channel between \( s \) and \( \hat{s} \),

\[
\hat{s} = H_{Rx}^{\dagger}H_{Tx}s + H_{Rx}^{\dagger}n.
\]
The spreading and despreading processes are related by this configuration.

The choice of the transmitter FIR filter $H_{Tx}$ and the receive FIR filter $H_{Rx}$ for this MIMO-CDMA frequency-selective channel determines the technique used for the system. Any commonly used linear reception techniques, such as matched filter, decorrelator, and MMSE can be applied to this problem.

### 3.2.1 The RAKE Receiver

RAKE receiver is the most commonly used reception technique for CDMA systems in frequency-selective channels. Simple extension by employing fingers on each receive antennas allows RAKE receiver to be used in MIMO-CDMA systems. After despreading each tap on each antenna, the receiver uses maximum ratio combining (MRC) to collect the sufficient statistics and forwards them to the detector [65]. In single antenna systems, the RAKE receiver is indeed a spreading sequence matched filter. For MIMO systems, the extended RAKE needs to match not only the spreading sequences but also the matrix channel. Therefore, the extended RAKE can be written as

$$H_{Rx} = HH_{Tx},$$

i.e., the image of the transmit filter experiencing the channel matrix. To see more clearly why this is a matched filter, the received signal $r$ is written as

$$r = f_1 s_1 + \sum_{i \neq 1} f_i s_i + n,$$

where $s_1$ and $s_i$ are the entries of the spread signal $s$ and $f_1$ and $f_i$ are the columns of the matrix $HH_{Tx}$. In the above, the first term in the right hand side is the signal term and the other two terms are the interference and noise.

In order to detect the signal $s_1$, using matched filter technique, we can design the receiver to be matched to the equivalent channel gain $f_1$ so that

$$\hat{s}_1 = f_1^\dagger r.$$

This operation maximizes the coefficient of the signal power in the whole received
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signal. Meanwhile, the interference and noise are also multiplied by this filter and get enhanced.

3.2.2 Pre-RAKE Transmitter

When the transmitter knows the channel impulse response, such as in TDD CDMA systems, using an idea similar to RAKE, the transmitter can perform pre-matching before transmission so that the hardware and computational complexity is moved from the receiver to the transmitter side. Such pre-matching results in a transmit FIR filter of the form

\[ H_{Tx} = H^\dagger H_{Rx}. \]

To compare the performances of these two techniques, we consider two scenarios where in the first we use pre-RAKE transmitter with identity receive FIR matrix and in the second we employ a RAKE receiver with identity transmit FIR matrix, i.e.,

RAKE: \[ \hat{s} = H^\dagger H s + H^\dagger n \]

pre-RAKE: \[ \hat{s} = H H^\dagger s + n. \]

Some pre-RAKE diversity receivers for CDMA systems are proposed in [66], [67], [68], [69], in which the performance of the pre-RAKE receiver is proved to be equivalent to the RAKE receiver. Both techniques are computationally simple but not optimal in terms of maximizing the SNR.

3.2.3 Decorrelator and LMMSE Receivers

If the number of antennas is large or the signal power is high, very large interference is observed and receivers, such as RAKE and pre-RAKE, perform very poorly. Zero-forcing nulling is a technique that can completely cancel the multiple access interference (MAI) and has a simple explicit formula for the entire bank of decorrelators, i.e., the Moore-Penrose pseudo-inverse of the channel matrix \( H \)

\[ H_{Rx}^\dagger = (H^\dagger H)^{-1} H^\dagger. \]
Although a decorrelator cancels MAI, it still does not maximize the SINR. Actually this receive technique is more significant in analysis than in practical use since when the MAI is canceled, the SINR for each substream is just the SNR and has an explicit form so that the capacity is easy to compute.

The LMMSE receiver is the optimal reception technique that can maximize the received SINR by minimizing the mean square error

$$\min E[(s - \hat{s})^2] \Rightarrow H_{Rx}^\dagger = (H_{Tx}^\dagger H H_{Tx} + \sigma^2 I)^{-1} H_{Tx}^\dagger H^\dagger,$$

where $\sigma^2$ is the noise power.

Both these two techniques perform better than RAKE and pre-RAKE especially at high SNR and multi-user cases, however, they require channel inversion operation which is costly for some applications. When CSI is not available at the transmitter, $H_{Tx}^\dagger = I$ is optimal [8]. When CSI is available at the transmitter, there is a potential improvement in the SINR and capacity by making $H_{Tx}$ a function of $H$. Indeed, similar to the pre-RAKE technique which moves the computational complexity of RAKE to the transmitter, decorrelator and LMMSE receive techniques have their equivalents at the transmitter side too.

### 3.2.4 Eigenprecoder and Selection Combiner

When the receiver can use RAKE and the transmitter has access to the CSI, e.g., in TDD systems, there exists a potential performance gain by optimizing the transmit FIR filter. Applying the chip-level equivalent channel model (3.2) with the RAKE receiver (3.3), we have

$$\hat{s} = H_{Tx}^\dagger H H_{Tx} s + H_{Tx}^\dagger H^\dagger n. \tag{3.4}$$

Assuming the channel matrix $H$ has a singular value decomposition (SVD) as $H = UDV^\dagger$ and selecting the transmit FIR filter as $H_{Tx} = V$ in (3.4), we obtain

$$\hat{s} = D^2 s + DU^\dagger n = D^2 s + D n,$$
where the second equality follows from the fact that a unitary matrix does not alter the statistics of the Gaussian noise. Since $D$ and $D^2$ are diagonal matrices, the equivalent channel model forms a set of parallel Gaussian subchannels with no inter-channel interference. The SNR of each subchannel is just the corresponding eigenvalue of $H$, i.e., the diagonal entries of $D$. These subchannels are sometimes called Eigen-channels or Eigenmodes. When waterfilling power allocation scheme is used, such a transceiver achieves capacity.

There are some other techniques that use the idea of eigenvalue decomposition, as discussed in [70], [71], [72].

In practical implementations of RAKE receivers, only a limited number of RAKE fingers may be available due to the complexity and cost constraints. Therefore, a subset of taps are selected to be combined to construct the statistic for detection [73], [74], [75]. These techniques employ limited hardware resources and can achieve considerable performance gains.

### 3.3 Multi-User MIMO-CDMA System Model

The system structure in this case is a typical MIMO transceiver with the assumption that perfect CSI is available at both transmitter and receiver sides. A block diagram of the model under study is shown in Figure 3.2.

![Transceiver block diagram and signal flow for a MIMO-CDMA frequency-selective channel with CSI available at both transmitter and receiver](image)

This multi-user system supports $K$ users simultaneously. In practice, the scheduler
The number of transmit antennas at the base station, and the number of receive antennas for user $k$, are denoted by $M$ and $N_k$, respectively. Independent information bits intended for a specific user $k$ are modulated into symbols $d_k$, which is an $L_k$-dimensional vector with i.i.d. distribution where $L_k = \min(M, N_k)$ denotes the maximum spatial multiplexing order. In typical systems such as WCDMA the number of receive antennas can hardly be larger than the number of transmit antennas at the base station, i.e., $L_k \leq N_k$. For simplicity, we also assume that all users have the same number of receive antennas, i.e., $N_k = N$.

To take advantage of the multiple antenna configuration, each user is assigned one spreading code regardless of its multiplexing order. In multi-code systems data streams spread by one spreading code are treated as if they are intended for one user. Spreading code sequence is denoted by a $G$-dimensional vector $c_k$ with spreading gain $G$ and normalized power $|c_k|^2 = 1$, for all $1 \leq k \leq K$. $G$ can also be the number of samples when over-sampling is applied. Spreading matrix $C_k$ is a $CN \times N$ block diagonal matrix. The modulated and spread signal of user $k$ is denoted by $s_k = C_k d_k$. At the receiver, $C_k$ despreads the filtered received signal and constructs the decision variable for the symbol estimate $\hat{d}_k$.

The channel model considered in this CIB technique is a MIMO frequency-selective Rayleigh fading channel. Due to the frequency selectivity, the transmitted signals experience multipath delay effects that result in channel models with multiple taps. The number of the maximum resolvable taps for all users is denoted by $L$ which is assumed to be much smaller than the length of the spreading sequence. This assumption results in a system in which ISI is small and ICI is the determining factor. For user $k$, the broadcast channel can be expressed by a block matrix as in Equation (3.5).

$$
\mathcal{H}_k = \begin{bmatrix}
H_{1,1,k} & \cdots & H_{1,M,k} \\
\vdots & \ddots & \vdots \\
H_{N,1,k} & \cdots & H_{R,M,k}
\end{bmatrix}_{N(G+L-1) \times MG}, \tag{3.5}
$$
where each block of $\mathcal{H}_k$ has the form

$$H_{r,t,k} = \begin{bmatrix}
h_{1,1}^{r,t,k} & \cdots & h_{1,2}^{r,t,k} \\
h_{1,2}^{r,t,k} & \cdots & \vdots \\
h_{L,1}^{r,t,k} & \cdots & h_{1,G}^{r,t,k} \\
h_{L,2}^{r,t,k} & \cdots & \vdots \\
\vdots & \ddots & \vdots \\
h_{L,G}^{r,t,k} & \cdots & h_{1,G}^{r,t,k}
\end{bmatrix}_{(G+L-1)\times G}, \quad (3.6)$$

for all $1 \leq t \leq M$, $1 \leq r \leq N$, and $1 \leq k \leq K$. The superscripts of the entries in Equation (3.6) denote the antennas and users and the subscripts denote taps and chips, respectively. Since the channel is assumed time-invariant in one frame, the indices of samples can be eliminated and $H_{r,t,k}$ becomes a Toeplitz-like convolution matrix

$$H_{r,t,k} = \begin{bmatrix}
h_{1}^{r,t,k} & \cdots & h_{1}^{r,t,k} \\
h_{1}^{r,t,k} & \cdots & \vdots \\
h_{L}^{r,t,k} & \cdots & h_{1,G}^{r,t,k} \\
h_{L}^{r,t,k} & \cdots & \vdots \\
\vdots & \ddots & \vdots \\
h_{L}^{r,t,k} & \cdots & h_{1,G}^{r,t,k}
\end{bmatrix}_{(G+L-1)\times G}.$$

With perfect CSI available at the base station, linear transmit beamforming can be performed for spread signals of each user. To be specific, $s_k$, the spread signal of user $k$, is precoded by $H_{Tx,k}$ with dimension $MG \times NG$. The transmitted signal $x$ is then the sum of all users’ spread signals

$$x = \sum_{k=1}^{K} H_{Tx,k} s_k = \sum_{k=1}^{K} H_{Tx,k} C_k d_k$$

and is transmitted by the transmit antennas where each $G$ column entry is sent to one antenna.

The received signal on $N$ receive antennas of user $k$, denoted by $y_k$, is the sum of the transmit signal $x$ multiplied by the channel matrix and an independent circular
complex Gaussian noise with power normalized to one,

\[ y_k = [y_1^T, \ldots, y_N^T]^T = \mathcal{H}_k x + n_k. \]

The column vector \( y_k \) has \( N(G + L - 1) \) entries where each \( y_i^T \) is a \( G + L - 1 \) dimensional vector representing the received chips from the \( n \)th receive antenna.

The receiver uses multiple RAKE antennas and is assumed to have perfect estimates of the channel \( \mathcal{H}_k \). The knowledge of \( \mathcal{H}_k \) allows the receiver to perform equalization with a \( N(G + L - 1) \times NG \) filter \( H_{Rx,k} \), followed by despreading by using \( C_k \) to compute \( \hat{d}_k \) at the receiver given by

\[ \hat{d}_k = C_k' H_{Rx,k}^H y_k = C_k' H_{Rx,k}^H \mathcal{H}_k x + C_k' H_{Rx,k}^H n_k. \]  

(3.7)

### 3.4 Coordinated Interference-Aware Beamforming

The detection techniques that are based on Equation (3.7) are referred to as symbol-level detection in which the design of transceivers, i.e., \( H_{Tx,k} \) and \( H_{Rx,k} \), under many design criteria are functions of \( C_k \). Larger size of the spreading matrix \( C_k \) introduces additional computational complexity. In WCDMA systems the spreading sequence is both user and symbol dependent through the use of scrambling codes, therefore, \( H_{Tx,k} \) and \( H_{Rx,k} \) becomes time dependent and vary from chip to chip. Such time dependency in precoding and equalization in real system is not desired. In particular, when adaptive versions are used, the time varying channel estimation and time varying precoding and equalization will not guarantee the convergence. Moreover, when multiple spreading codes are assigned to one user, the user needs to compute the transmit and receive beamforming filters for each spreading code, which is also costly.

Instead of looking at the detection at the symbol level, we can perform chip-level precoding and equalization in which the successive chips are assumed independent. Under this assumption the transmitter and receiver beamformers are independent of
the spreading matrix, as shown below

\[
\hat{s}_k = (H_{Rx,k})^H y_k \\
= (H_{Rx,k})^H \mathcal{H}_k H_{T,x,k} s_k + (H_{Rx,k})^H \mathcal{H}_k \sum_{i=1}^{K} H_{T,x,i} s_i + (H_{Rx,k})^H n_k. \tag{3.9}
\]

Although this is a suboptimal solution, the independence of the transceiver for the spreading codes results in a simpler receiver structure and is attractive in certain systems such as HSDPA. The transceiver structure in Figure 3.2 and Equation (3.7) suggest the use of chip-level detection since the spreading and despreading blocks are isolated from the beamforming blocks.

The linear form of Equation (3.8) represents a MIMO broadcast channel within which the parameter SINR plays a key role for computing the capacity and the error probability. In chip-level equalization for the multi-dimensional signal \(s_k\), the SINR of each entry is of interest. Let us denote by \(h_{T,x,k}^m\) and \(h_{Rx,k}^m\) the \(m\)th columns of \(H_{T,x,k}\) and \(H_{Rx,k}\), respectively. Assuming all users use chip-level MMSE equalizers, the SINR of the \(m\)th entry can be expressed, similar to Chapter 2, by

\[
\gamma_k^m = \mathbb{E} \left[ (h_{Rx,k}^m)^H \mathcal{H}_k h_{T,x,k}^m c_k^m (c_k^m)^H (h_{T,x,k}^m)^H (\mathcal{H}_k)^H h_{Rx,k}^m \right] \tag{3.10}
\]

for all \(1 \leq m \leq NG\). If we use the simplification assumption discussed previously, i.e., after the use of scrambling codes all chip values \(c_k^m\) for \(1 \leq k \leq K\) and \(1 \leq m \leq NG\) are independent, Equation (3.10) is reduced to

\[
\gamma_k^m = \frac{(h_{Rx,k}^m)^H \mathcal{H}_k h_{T,x,k}^m (h_{T,x,k}^m)^H (\mathcal{H}_k)^H h_{Rx,k}^m}{(h_{Rx,k}^m)^H \Phi_k^m h_{Rx,k}^m} \tag{3.11}
\]

with

\[
\Phi_k^m = \mathcal{H}_k \sum_{(q,j)=(1,1)}^{(NG,K)} \left[ h_{T,x,j}^q (h_{T,x,j}^q)^H \right] \mathcal{H}_k^H + I.
\]
If we consider $h_{Rx,k}^m$ as a function of $h_{Rx,j}^q$ and $\mathbf{H}_j$ for all $1 \leq j \leq K$ and $1 \leq q \leq NG$, the Rayleigh quotient in Equation (3.11) can be maximized by solving a generalized eigenvalue problem, as shown in Section 2.5.1. The solution for $h_{Rx,k}^m$ is

$$h_{Rx,k}^m \propto (\Phi_k^m)^{-1} \mathbf{H}_k h_{Tx,k}^m$$

and the resulting maximized $\gamma_k^m$ is then

$$\gamma_k^m = (h_{Tx,k}^m)^H \mathbf{H}_k^H (\Phi_k^m)^{-1} \mathbf{H}_k h_{Tx,k}^m.$$ 

Global maximization of each $\gamma_k^m$ over $h_{Tx,k}^m$ is difficult due to the dependency among $h_{Tx,k}^m$s. Using Lemma (1) introduced in the previous chapter and in [76], and Cauchy-Schwartz inequality, we have

$$\gamma_k^m \geq \frac{(h_{Tx,k}^m)^H \mathbf{H}_k^H \mathbf{H}_k h_{Tx,k}^m)^2}{(h_{Tx,k}^m)^H \mathbf{H}_k^H \mathbf{H}_k h_{Tx,k}^m} \geq \frac{(h_{Tx,k}^m)^H \mathbf{H}_k^H \mathbf{H}_k h_{Tx,k}^m}{\sum_{j=1}^{K} (h_{Tx,j}^m)^H \mathbf{H}_k^H \mathbf{H}_k h_{Tx,j}^m + \frac{NG}{P_k}}$$

where $P_k$ is the power allocated to each spatial channel of each user and is assumed to be $\frac{1}{K}$ of the total power. With the interference equivalence, $\gamma_k^m$ can be approximately lower bounded by

$$\gamma_k^m \approx \frac{(h_{Tx,k}^m)^H \mathbf{H}_k^H \mathbf{H}_k h_{Tx,k}^m}{(h_{Tx,k}^m)^H \left( \sum_{j=1}^{K} \mathbf{H}_j^H \mathbf{H}_j + \frac{NG}{P_k} \right) I} \left( h_{Tx,k}^m \right)$$

This lower bound breaks the dependency among the transmit beamforming filters $h_{Tx,k}^m$ and makes it possible to do the maximization locally. The optimal $h_{Tx,k}^m$ that maximizes the Rayleigh quotient in the right hand side of Equation (3.12) is the
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principle eigenvector of

\[
Z_k = \left( \sum_{j=1}^{K} \mathcal{H}_j^H \mathcal{H}_j + \frac{KNG}{P} \mathbf{I} \right)^{-1} \mathcal{H}_k^H \mathcal{H}_k. \tag{3.13}
\]

Because of the spatial multiplexing employed in the system, the transmit beamforming filters \( \mathbf{h}_{rx,k}^m \) for all entries of \( \mathbf{s}_k \), i.e., \( m = 1, \ldots, NG \), are the \( NG \) eigenvectors corresponding to the \( NG \) largest eigenvalues of the matrix \( Z_k \) in Equation (3.13).

### 3.5 Performance Analysis

In this section we compare the average throughput and average symbol error rate achievable by CIB with those of SVD-RAKE and SVD-MMSE transceivers. RAKE receiver and chip-level MMSE receiver are commonly studied in the literature and used in some practical systems.

A RAKE receiver is a filter matched to the channel and the possible transmit beamforming,

\[
\mathbf{H}_{rx,k}^{RAKE} = \mathcal{H}_k \mathbf{H}_{tx,k}.
\]

In single user case the received SNR is maximized by the RAKE receiver. SVD is a transceiver design technique used for derivation of the capacity of MIMO in Gaussian channels [8]. SVD transmission chooses the transmit beamforming filter

\[
\mathbf{H}_{tx,k}^{SVD} = \mathbf{V}_k
\]

which is the eigenvector base of the channel matrix from the SVD

\[
\mathcal{H}_k = \mathbf{U}_k^H \mathcal{D}_k \mathbf{V}_k.
\]

In this thesis we refer to the techniques combining SVD transmission and RAKE reception as SVD-RAKE. The transceiver adopting SVD transmitter and matched filter at the receiver for flat-fading channels is optimal coordinated linear beamforming since all spatial channels are made parallel. In multi-user and frequency-selective
channel scenarios SVD-RAKE performs poorly since the interference which is involved in the design criteria is treated as independent Gaussian noise.

Here we provide the performance of the combination of SVD transmitter and chip-level MMSE receiver as well for comparison purposes.

Figure 3.3: Average achievable throughput of CIB, SVD-RAKE, and SVD-MMSE

The average achievable throughput using CIB, SVD-MMSE, and SVD-RAKE are shown and compared in Figure 3.3 for the case where the base station has 6 transmit antennas and there are 3 active users in the system each with 3 receive antennas. A maximum delay spread of \( L = 3 \) and \( G = 16 \) chips per symbol are assumed. Antenna-to-antenna channel gains are normalized and the distribution of tap gains are i.i.d. circular complex Gaussian random variables with variance \( 1/L \). The horizontal axis represents the SNR per spatial channel. The CIB curve has sharper slope and saturate at high SNR values compared to the SVD-MMSE and the SVD-RAKE plots. At SNR
values exceeding 4 dB, CIB achieves much higher average throughput as well. Due to the approximation loss, the simulation results of CIB exhibit worse performance compared to the other two at low SNR values. SVD-MMSE technique always achieves higher capacity compared with SVD-RAKE, as expected.

The performances of these techniques in terms of Symbol Error Rate (SER) are also evaluated with uncoded QPSK modulation and are plotted in Figure 3.4. In this system, the base station has 10 transmit antennas. There are 10 users each with 2 receive antennas. The base station transmits 2 independent data streams to each user simultaneously. As noticed in Figure 3.3, CIB technique outperforms SVD-RAKE and SVD-MMSE at moderate and high SNR values, while at low SNR values, CIB shows inferior performance compared to the other systems due to the inaccuracy of the approximation.
3.6 Conclusions

By suppressing the ICI and multi-user interference and enhancing the signal power, the proposed CIB technique for WCDMA frequency-selective channel provides higher data rate and lower error rate outperforming common techniques, such as SVD-RAKE and SVD-MMSE, in the large interference region. Additionally CIB has low computational complexity since both the transmit and receive beamformers are linear and can be used with all spreading codes so that the beamforming design needs to be performed only once for users having multiple codes. The system also provides flexibility of scheduling.
Chapter 4

Eigenvalue Decomposition Based Lattice Precoding

In this chapter we propose a novel Lattice Precoding scheme based on Eigenvalue Decomposition (EDLP) for single user multiple-input multiple-output (MIMO) systems transmitting over slowly-varying flat-fading channels. This technique uses linear precoding to orthogonalize the channels, thus nullifying the interference. It employs a perturbation vector to reduce the transmitted power. The performance is enhanced by joint optimization of the linear precoder and the perturbation vector. As a result, the EDLP achieves not only full diversity order as we show analytically, but also significant power gain over comparable techniques. Although this structure enables EDLP to perform a global optimization on the closest lattice point search problem, the computational complexity of this nonlinear lattice precoding method is comparable to linear techniques. We also show that when channel estimation error is present, the EDLP technique outperforms other lattice precoding methods.

4.1 Introduction

The diversity order achievable by using linear precoding techniques is limited, and improved performance can be achieved by using nonlinear techniques like the Tomlinson-Harashima precoding (THP) [77]. In order to exploit full diversity order, more advanced techniques like lattice precoding can be used to significantly improve the
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performance of the uncoded error probability at moderate to high values of the signal to noise ratio (SNR).

Lattice precoding [78] [79] [80] [51] [81] and lattice detection [17] [20] use lattice reduction (LR) techniques to implement dirty paper coding (DPC) [27] [24]. These techniques can be interpreted as closest lattice point search problems, which can be exactly solved by sphere decoding techniques but with higher computational complexity [82] [83] [84]. LR aided precoding techniques solve the closest lattice point search problem by employing rounding off approximation (using LR only) or nearest plane approximation (using LR plus sorted QR decomposition). However, LR in high dimensions is NP-hard [82] and the proposed suboptimal polynomial-time Lenstra-Lenstra-Lovasz (LLL) LR algorithm in the worst case has unbounded complexity, even for low dimensional cases [17]. This becomes particularly a problem since when implementing the system, the LR algorithm needs to be performed before each frame transmission.

In this chapter, a novel Lattice Precoding technique based on Eigenvalue Decomposition (EDLP) is proposed which not only exploits full diversity order with spatial multiplexing, but provides power gain over the performance of traditional LR precoding as well. The computational complexity of the proposed scheme is similar to the THP with linear precoding. This precoding technique is based on the assumption of the availability of channel state information (CSI) at the transmitter and uses a ZF linear precoding matrix computed from the CSI. The well-known deficiency of using a ZF spatial equalizer at the receiver is the resulting noise enhancement effect. Similarly, the ZF precoding suffers from transmitted power amplification. Despite power amplification at the transmitter caused by ZF precoding, the received signal can be detected by simple per-component quantizers with limited loss when compared with maximum likelihood (ML) detection performance. In order to reduce the transmitted power, the proposed technique employs a vector perturbation technique, through extension of the signal constellation at the transmitter, and solving a closest lattice point search problem. In addition, coordinated spatial rotations at both transmitter and receiver sides are introduced to reduce the transmitted power without affecting the statistics of the noise.

In Section 4.2, we present the structure of the transceiver with nonlinear processing
at the transmitter and linear processing at the receiver. Based on the proposed structure, the optimization metric that minimizes transmitted power is proposed. This optimization problem is addressed and solved in Section 4.3. We study the error rate performance of the system using analytical and simulation approaches in Section 4.4. In the same section we analyze the computational complexity of the proposed scheme and its robustness against channel estimation errors. Finally, Section 4.5 concludes this chapter with some remarks.

4.2 System Model

Common techniques for linear coherent reception when CSI is available at the receiver include canceling interference (ZF), maximizing SNR (matched filtering), or minimizing the mean square error. Nonlinear techniques can be regarded as additional blocks that use decision feedback to suppress the interference (successive interference cancellation), or transform the problem into an equivalent domain where the signals on different dimensions become approximately orthogonal (lattice reduction). When CSI is available at the transmitter as well, precoding techniques can be utilized. In this case the computational burden to perform the tasks outlined above can be put at the transmitter side, resulting in a simpler receiver which is of outmost significance in high throughput networks.

Precoding techniques shape the transmitted signal to manage its power, thus preventing noise enhancement and spatial interference at the receiver. This operation usually enhances the power and hence some linear and nonlinear processing at the transmitter is necessary to reduce the transmitted power.

We consider a slowly-varying, flat-fading, $N_t$-input and $N_r$-output channel, which means the complex channel matrix is assumed to remain constant during one transmission frame and changes independently from one frame to another. The SVD of the complex channel matrix is denoted by $H = U \Lambda V^H$. The complex channel matrix $H$ is assumed to be known at the transmitter and receiver sides. The baseband transmitted signal of the proposed EDLP is constructed in three steps.

- We first denote the number of independent data streams that are transmitted over the spatial channels by $L$. This parameter $L$ is bounded physically by
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Figure 4.1: Example of periodically extended signal constellation by the two dimensional real lattice

\[ 1 \leq L \leq \min(N_t, N_r) \quad [8]. \] The transmit symbol vector \( \mathbf{s} \) is formed by the information bits to an \( L \)-dimensional vector whose elements take value in an \( M \)-QAM signal constellation. The symbol vector \( \mathbf{s} \) is added to a perturbation vector \( \mathbf{p} \) that belongs to a lattice structure, resulting in a periodically extended signal constellation. As seen in Figure 4.1, a QPSK constellation is periodically extended by a two dimensional real lattice.

- Secondly, the sum of the symbol vector \( \mathbf{s} \) and the perturbation vector \( \mathbf{p} \) is shaped by a square matrix which depends on the given channel matrix \( \mathbf{H} \).

- Thirdly, a scaler multiplier \( \tau \) is used to scale the transmitted power.

- Finally, the transmitted signal is given by

\[
\mathbf{x} = \tau \mathbf{H}^{-1} \mathbf{U} \mathbf{B} (\mathbf{s} + \mathbf{p}) = \tau \mathbf{V} \Lambda^{-1} \mathbf{B} (\mathbf{s} + \mathbf{p}) \quad (4.1)
\]

where \( \mathbf{B} \) is a unitary matrix. In order to reduce the transmitted power, the choice of \( \mathbf{B} \), along with the perturbation vector \( \mathbf{p} \), depends on the realization of the channel, \( \mathbf{H} \), and symbol vector \( \mathbf{s} \).
The received signal, \( y = Hx + n \), is linearly equalized in spatial domain by \( R = UB \), as

\[
\begin{align*}
    r &= R^H y = R^H Hx + R^H n \\
    &= \tau B^H U^H HV \Lambda^{-1} B(s + p) + B^H U^H n \\
    &= \tau (s + p) + n'
\end{align*}
\]

where \( n \sim \mathcal{CN}(0, \sigma^2_n I) \). Since \( R \) is unitary, the noise after linear equalization, i.e., \( n' \), has the same statistics as the original channel noise \( n \). The receiver also uses a modulo operator to subtract the perturbation vector \( p \), which was deliberately added at the transmitter to reduce the transmitted power. This simple modulo operator, denoted by \( Q_{\alpha G^L} \), performs modulo operations on the real and imaginary parts of every component of the vector separately. Here \( \alpha \) is the divisor of the modulo operation and \( G \) is the set of the Gaussian integers. This constraint indicates that the lattice \( p \) belongs to the scaled Gaussian integer lattice. The symbol decision statistic \( \hat{s} \) is the output of the per-component complex modulo and stays inside the Voronoi region,

\[
\hat{s} = Q_{\alpha G^L} \left( \frac{r}{\tau} \right) = s + Q_{\alpha G^L}(n'').
\]

In this way, the estimated signal is free of interference and corrupted only by a quantized Gaussian noise \( n'' \sim \mathcal{CN}(0, \sigma^2_n/\tau^2 I) \).

The power in the transmit signal, \( \|x\|^2 \) is given by

\[
\|x\|^2 = \|\tau \Lambda^{-1} B(s + p)\|^2,
\]

which is a function of the linear precoding matrix \( B \), the perturbation vector \( p \), and the channel. As noted earlier, our design goal is to select the unitary matrix \( B \) and \( p \) to minimize the average transmitted power. This optimization is taken over the choices of \( B \) and \( p \),

\[
\min_{B \in U(L)}\min_{p \in \alpha G^L} \mathbb{E}[\|\tau \Lambda^{-1} B(s + p)\|^2 | H]
\]

where in (4.2) the expectation is over equiprobable symbol vectors. Here \( U(L) \) denotes the set of unitary matrices with dimension \( L \). The linear part of the precoding
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operation, i.e., the unitary matrix $B$ depends only on the channel and once is determined, will remain the same for the entire transmission frame. The perturbation vector $p$ is a point in the scaled $L$ dimensional Gaussian integer lattice. The scaling scalar $\alpha$ is selected such that the Voronoi regions of the signal constellation, which is periodically extended by the lattice through $s + p$, do not overlap.

4.3 An Eigenvalue Decomposition Based Lattice Precoding (EDLP)

To be specific, we consider a system using an $M$-QAM constellation in each independent data stream and spatial multiplexing order of $L$. Define the signal space as $\tilde{S} = [\tilde{s}_1 \ldots \tilde{s}_N]$ and $\tilde{s}_i = s_i + p_i$, $1 \leq i \leq N$ with cardinality $N = ML$. The set $\{s_i\}_{i=1}^N$ is the set of all uniquely ordered combinations of $L$ M-QAM signals. We can rewrite Equation (4.2) as

$$
\mathbb{E}[\|x\|^2 | H] = \mathbb{E} \left[ \tau^2 \tilde{s}_i^H B^H \Lambda^{-2} B \tilde{s}_i | H \right] = \frac{\tau^2}{N} \sum_{i=1}^{N} \tilde{s}_i^H \left( \sum_{j=1}^{L} \gamma_j^2 b_j b_j^H \right) \tilde{s}_i
$$

$$
= \frac{\tau^2}{N} \sum_{j=1}^{L} \gamma_j^2 b_j^H R_a b_j
$$

(4.2)

where $\gamma_j$ is the $j$th singular value on the diagonal of $\Lambda^{-1}$, $b_j$ is the $j$th column of $B^H$, and $R_a = \tilde{S} \tilde{S}^H$. For $L = 2$, Equation (4.2) can be written in the following form,

$$
\mathbb{E}[\|x\|^2 | H] = \frac{\tau^2}{N} b_1^H \Phi b_1
$$

(4.3)

where

$$
\Phi = \gamma_1^2 R_a + \gamma_2^2 \det(R_a) R_a^{-1}.
$$
We provide here a simple proof of this relation. Define a unitary matrix as

\[ B^H = [b_1, b_2] = \begin{bmatrix} x & z \\ y & w \end{bmatrix}. \]

Let us define \( z = -\bar{y}\rho \). Based on the condition \(-\bar{x}z + \bar{y}w = 0\), we simply have \( w = \bar{x}\rho \) and

\[ B^H = \begin{bmatrix} x & -\bar{y}\rho \\ y & \bar{x}\rho \end{bmatrix}. \]

Since \(|x|^2 + |y|^2 = 1\) and \(|x|^2 + | -\bar{y}\rho|^2 = 1\), the magnitude of \( \rho \) is \(|\rho|^2 = 1\). Now define an operator \( \Upsilon \) as

\[ \Upsilon = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \]

and write \( b_2 = \rho \Upsilon b_1 \). For the Hermitian matrix \( R_a \),

\[ b_2^H R_a b_2 = |\rho|^2 b_1^H \Upsilon^H R_a \Upsilon b_1. \]

Since the cross terms of a quadratic form of a binomial are conjugate, we have

\[ b_2^H R_a b_2 = b_1^H \Upsilon^H R_a \Upsilon b_1. \]

Applying the operator \( \Upsilon \) to both sides results in

\[ \Upsilon^H R_a \Upsilon = \begin{bmatrix} R_a(2, 2) & -R_a(2, 1) \\ -R_a(1, 2) & R_a(1, 1) \end{bmatrix} = \det(R_a)R_a^{-1} \]

where \( R_a(i, j) \) is the element on the \( i \)th row and \( j \)th column of \( R_a \). This results in Equation (4.3).

Therefore, the optimization problem in (4.2) reduces to the minimization of the quadratic form given in Equation (4.3), which is minimized when:

1. The minimum eigenvalue of the Hermitian matrix \( \Phi \), denoted by \( \eta_{\text{min}} \), is minimized.

2. When \( b_1 \) is selected to be the eigenvector corresponding to \( \eta_{\text{min}} \).
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Since $\Phi$ is Hermitian, using the eigenvalue decomposition $R_a = U_a D_a U_a^H$, we have

$$\Phi = \ln \left( U_a e^{\gamma_1^2 D_a U_a^H} U_a e^{\gamma_2^2 \det(R_a) D_a^{-1}} U_a^H \right)$$

$$= U_a (\gamma_1^2 D_a + \gamma_2^2 \det(R_a) D_a^{-1}) U_a^H.$$  

It is easy to see that the eigenvalues of $\Phi$, denoted by $\eta_1$ and $\eta_2$, equal to the eigenvalues of the matrix $\gamma_1^2 D_a + \gamma_2^2 \det(R_a) D_a^{-1}$ and

$$\gamma_1^2 D_a + \gamma_2^2 \det(R_a) D_a^{-1} = \gamma_1^2 \begin{bmatrix} a_1 & 0 \\ 0 & a_2 \end{bmatrix} + \gamma_2^2 a_1 a_2 \begin{bmatrix} \frac{1}{a_1} & 0 \\ 0 & \frac{1}{a_2} \end{bmatrix}.$$  

Therefore,

$$\eta_1 = \gamma_1^2 a_1 + \gamma_2^2 a_2$$

$$\eta_2 = \gamma_1^2 a_2 + \gamma_2^2 a_1$$  

where $a_1$ and $a_2$ are the eigenvalues of $R_a$. Therefore, the minimum eigenvalue of $\Phi$ is given by

$$\eta_{\min} = \gamma_{\max}^2 a_{\min} + \gamma_{\min}^2 a_{\max} \quad (4.4)$$

where $\gamma_{\min} = \min(\gamma_1, \gamma_2)$ and $\gamma_{\max} = \max(\gamma_1, \gamma_2)$. From the definition of $R_a$, we have

$$R_a = \frac{N}{2} I + \sum_{j=1}^{N} \left( p_j s_j^H + s_j p_j^H + s_j p_j^H \right).$$

Hence, $R_a - \frac{N}{2} I$ is positive semi-definite and

$$\det(R_a) = a_{\min} a_{\max} \geq \frac{N^2}{4} \quad (4.5)$$

where equality holds when $p_j = 0, \forall 1 \leq j \leq N$, and $R_a = N I/2$. This result can be
used to bound the minimum transmitted power through (4.4),

\[
\mathbb{E}[\|x\|^2 | H] \geq \frac{2\tau^2 N}{\gamma_{\max} \gamma_{\min}} \gamma_{\min} \sqrt{a_{\min} a_{\max}} = \frac{2\tau^2}{N} \sqrt{\det(R_{a})} \geq \gamma_{\min}^2 | \det(\Lambda^{-1})|, 
\]

(4.6)

where first equality holds for \( \gamma_{\max} a_{\min} = \gamma_{\min} a_{\max} \).

One approach to find the optimizing set, \( \{p_i\}^{N}_{i=1} \), for a given channel is to consider a graphical representation of Equation (4.4) as shown in Figure 4.2. In this figure the eigenvalues of \( R_a \), i.e., \( a_{\max} \) and \( a_{\min} \), are represented as points in the plane, where each point is determined by the choice of \( \{p_i\}^{N}_{i=1} \). Since \( R_a \) is Hermitian, these
discrete points are all in the first quadrant and are left and lower bounded by the hyperbola given by Equation (4.5) and shown in Figure 4.2 as the shaded area. The channel determines the slope of the straight line

\[ a_{\text{min}} = -\frac{\gamma_2^2}{\gamma_2^2} a_{\text{max}} \]  

(4.7)

passing through the origin. One of the discrete points on the lower bound hyperbola that is at minimum distance to this straight line represents the set of perturbation vectors that minimize the transmitted power. We denote the minimum distance between them by \( \eta_{\text{min}} \).

The points on the boundary hyperbola can be computed in a systematic way. As an example, we consider a system using a 4-QAM scheme, i.e., \( M = 4 \). Elements of \( s_i \) take values of \( \pm 1/2 \pm j/2 \) and therefore \( \alpha = 2 \). The value of the signal on the constellation \( s_i \) is defined in the following way: convert decimal integer \((i-1)_d\) into binary \((i-1)_b\); then map \(+1 \rightarrow 1/2\) and \(0 \rightarrow -1/2\) to construct the sequence \( c_i = c_i^1 c_i^2 c_i^3 c_i^4 \) where \( c_i^4 \) is the most significant bit; finally define \( s_i = [c_i^1 + j c_i^3, c_i^2 + j c_i^4]^T \). A series of points on the lower part of the hyperbola in the first quadrant are constructed below. These points are indexed by \( n \), \( 0 \leq n \leq \infty \) in increasing order, as shown in Figure 4.2. Let us use superscript \( n \) to denote the index and define two \( 2 \times N \) matrices

\[
P_{b1} = \begin{bmatrix} 0 & -1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} 
\]

\[
P_{b2} = \begin{bmatrix} -1 & 0 & -i & -i & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}. 
\]

If \( n \) is an even number, \( p^n_i \) is the \( i \)th column of the matrix \( \alpha n (P_{b1} + P_{b2}) \). If \( n \) is odd \( p^n_i \) is the \( i \)th column of the matrix \( \alpha (n+1) P_{b1} + \alpha (n-1) P_{b2} \). It can be easily verified that all points have \( \text{det}(R^n_n) = N^2/4 \), indicating that all points lie on the hyperbola. Every corresponding \( R^n_n \) satisfies \( \text{tr}(R^n_n) = N(n^2 + 1) \), therefore, the coordinates of point \( n \) can be found as

\[
\gamma_1, \gamma_2 = N \left( n^2 + 1 \pm \sqrt{(n^2 + 1)^2 - 1} \right).
\]
However, this algorithm is not guaranteed to generate all possible points defined by pairs of eigenvalues.

If we denote the norm-2 condition number of matrix $H$ by $\kappa_2(H)$ with $\kappa_2(H) = \kappa_2(H^{-1}) = \gamma_{\text{max}}/\gamma_{\text{min}}$, Equation (4.7) can be rewritten as $a_{\text{min}} = -\kappa_2^{-2}(H)a_{\text{max}}$. Also denote the slope of the line segment connecting two consecutive points with index $n - 1$ and $n$ on the lower boundary as $\delta_n$ and define $\delta_0 = -1$, the sequence $-\delta_n^{-1}$ for $0 \leq n < \infty$ partitions the range $[1, \infty)$ and we denote the resulting partition by $\mathcal{D}$. It is obvious that the index of the set in the partition that $\kappa_2^2(H)$ falls in is the index of the closest point on the lower hyperbola to the line in Equation (4.7), as shown in Figure 4.2, and the corresponding set of $\{p_i\}_{i=1}^N$ is the optimum perturbation vector set. The channel characteristics, which are known at the transmitter, determine $\kappa_2(H)$. Using this value, the transmitter looks for the corresponding partition and uses the corresponding set of $\{p_i\}_{i=1}^N$ for precoding. The selected perturbation vector $p$ is then used in Equation (4.3) to compute the linear precoding matrix $B$.

The precoding process is depicted in Figure 4.3. Knowing the CSI, the transmitter first computes the eigenvalues of the channel inverse, which are used to find the perturbation vector obtained from the partition set $\mathcal{D}$, and then the forward rotation matrix $R$. Once the encoder maps the coded bits into a symbol vector, the symbol vector is summed with the associated perturbation vector and then the linear precoding matrix is determined to construct the transmitter baseband signal. At the receiver, the received signal is passed through a linear backward rotation equalizer and quantized by a per-component complex scalar quantizer. The result is the transmit symbol vector estimate and is ready to be sent to the decoder.

### 4.4 Performance and Complexity Analysis

In Section 4.3 a transceiver structure for single user MIMO system is proposed and shown in Figure 4.3. The parameters in the system are designed to optimize the performance as given by Equation (4.2). In the following, we discuss the error probability performance and the computational complexity of the system.
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4.4.1 Simulation Results

From Equation (4.6), we see that the transmitted power used by the EDLP is lower bounded by $| \det(\Lambda^{-1}) |$. The bit error rate (BER) of a genie aided system, whose transmitted power equals to the lower bound, can be computed and used to evaluate the performance of the algorithm proposed in Section 4.3 for computing the perturbation vector. In other words, in order to meet the target BER, EDLP algorithm results an average transmitted power, $\mathbb{E}[\|x\|^2 | H]$, no less than this lower bound in Equation 4.6. Since the noise components on every $N_r$ receive antenna and every real/imaginary dimension are assumed to be independent, the marginal distribution of the noise presents in bit detection $n_b$ is Gaussian with zero mean and variance

$$
\sigma_b^2 = \frac{N_r | \det(\Lambda^{-1}) |}{2L \text{ SNR}} \tag{4.8}
$$

where SNR is defined as the ratio of total transmitted power to noise power per receive antenna. As a result of using the per-component quantizer, signal is corrupted by the quantized Gaussian noise centered at the transmitted signal. Figure 4.4 depicts the
case of $M = 4$ and the cross marks are the extended transmitted signal constellation. An error event happens when the received signal on that dimension falls in the shaded bins. The BER averaged over all channel realizations is

$$P_{\text{error}} = 2\mathbb{E}\sum_{n=0}^{\infty} \left[ Q\left(\frac{2n + \frac{1}{2}}{\sigma_b}\right) - Q\left(\frac{2n + \frac{3}{2}}{\sigma_b}\right) \right]. \quad (4.9)$$

As shown in Figure 4.5, the gap between the real system performance and the genie aided system performance is negligible. From [49], the average of the transmitted power taken over all realizations of the channels can be computed as $\mathbb{E}[\tau^2 | \det(\Lambda^{-1})|] = \tau^2 \Gamma(3/2)\Gamma(1/2)/2 = \pi \tau^2/4$ [21] where we have used the fact that $HH^H \sim \mathcal{W}_t(r, I)$ is a central complex Wishart matrix with $t = \min(N_t, N_r)$ and $r = \max(N_t, N_r)$.

In this section we also compare the performance and complexity of the proposed EDLP scheme with a number of other recently proposed techniques. In [85] a new technique for MIMO broadcast channels is proposed. The single antenna receivers use per-component complex scalar quantizers to determine symbol estimates. At the transmitter, the enhanced transmitted power due to using the ZF linear precoding is reduced by introducing a perturbation vector. This power reduction is carried out by performing a closest lattice point search, the exact solution of which is NP-hard [84]. Nearest plane and rounding off approximation techniques are used to solve this problem and find the perturbation vector. The EDLP transceiver structure introduced above differs from [85] in the additional coordinated linear precoding and
equalization represented by the orthonormal transformation matrix \( R \). By doing this, the transmit signal can be shaped to match the channel through a unitary transformation in order to achieve a larger channel gain. Furthermore, the original lattice basis, for example in Equation (5) in [85], are not optimized for LR with receive antenna joint processing. Different original lattice basis, when fed into the LR algorithm, require different numbers of iterations in the lattice reduction process and result in different reduced lattice basis. The transmitter rotation matrix \( B \) is introduced to provide the LR process an additional degree of freedom such that the resulting reduced basis is shorter and more orthogonal.

A single user LR aided precoding and reception technique is proposed in [78] and is referred to as LRAPR. This technique uses a ZF linear precoding matrix whose bases are reduced by LR from the channel inverse precoding matrix. Hence, the condition number of the precoding matrix becomes smaller and the transmitted power is reduced. However, at the receiver the unimodular lattice transformation matrix needs to be computed from the channel, or be sent by the transmitter to transform back the original transmit constellation.

In Figure 4.5, BER performance of EDLP is evaluated through simulation and is compared with the techniques described above. It can be seen that all these techniques achieve full diversity order, thanks to the nonlinear perturbation. However, EDLP displays a clear power gain over all other precoding techniques. Comparing to the nearest plane and rounding off approximation techniques, the receive antenna collaboration and the coordination between the transmitter and the receiver in the EDLP provides a significant 2.5 dB power gain. Although the single user LR aided precoding also provides a power gain over the two broadcast channel techniques mentioned above through the receive antenna collaboration, it still cannot outperform the EDLP in the normal operating BER-SNR range since the linear precoding part of it is not optimized for LR. Notice that in order to reduce the complexity at the receiver, the EDLP uses linear equalization and per-component quantizers, therefore, there remains a gap between its performance and the performance of ML detection.
4.4.2 Complexity

We use the required number of operations to evaluate the overall complexity of different transmission and reception techniques. The computational operations required for ML, LRAP, LRAPR, and EDLP are listed in Table 4.1, where the operations are categorized based on location and stage of the computation. The stage in which the transceiver processes the CSI to prepare for the succeeding operations at the transmitter (Tx) and the receiver (Rx) is referred to as the “frame overhead” at Tx and Rx. The operations needed for transmission and reception of each symbol are referred to as “per channel use”. It is also insightful to compare the computational complexity by quantifying the total operations of every technique in terms of the number of floating-point operations (flops). Here a system with $N_t = N_r = L = 2$ and 4-QAM modulation is studied. We assume the costs of rounding and quantization operations are negligible when compared to floating-point addition and multiplication. It is also
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Table 4.1: Types of computations needed for the EDLP and comparable techniques

<table>
<thead>
<tr>
<th></th>
<th>frame overhead</th>
<th>per channel use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tx</td>
<td>Rx</td>
</tr>
<tr>
<td>MLD</td>
<td>none</td>
<td>compute the constellation at the receiver side</td>
</tr>
<tr>
<td>LRAP</td>
<td>matrix inverse, pre-ordered LR, ordered QRD</td>
<td>none</td>
</tr>
<tr>
<td>LRAPR</td>
<td>matrix inverse and LR</td>
<td>matrix inverse and LR</td>
</tr>
<tr>
<td>EDLP</td>
<td>SVD, EVD and partition searching</td>
<td>SVD, EVD and partition searching</td>
</tr>
</tbody>
</table>

assumed that complex addition requires 2 flops and complex multiplication requires 6 flops. In the case of real numbers, both addition and multiplication require 1 flop. For EDLP, since it is assumed that the receiver has the capability to estimate the channel matrix, the backward rotation matrix $R$ can be determined with no extra hardware expense. Since channel estimation algorithm varies significantly with the system requirement and implementation, and is common for all these coherent techniques, it is not included in our complexity analysis. Note that the computational complexities of the LR algorithm in LRAP and LRAPR approaches are already reduced using the results from [86].

For coherent ML detection, after the CSI is acquired, the receiver generates the receiver side signal constellation which takes $NNr(6L + 2(L - 1))$ flops. Upon receiving each symbol, the constellation point that has the closest distance to the received signal is selected as the ML transmitted symbol which requires $N(6L - 1)$ flops for
computing distance, and \( N \) flops for searching the minimum. For ML detection no significant operation is needed at the transmitter side. For the LRAP, more computation is needed at the transmitter; this includes two matrix inversions, two matrices multiplications, one QR decomposition, and pre-ordered complex LLL algorithm which requires \( 2 \times 48, 2N_r^2(8L - 2) + N_r, 173, \) and 156 flops, respectively [86]. At each symbol transmission, there are three matrix-vector multiplications and \( L \) iterative feedback operations adding up to \( 3N_r(8L - 2) + 16L - 4 \) number of flops. Although the LRAPR performs better than the LRAP, it is costly at the receiver since complex LLL LR algorithm should be conducted at both sides which requires 145 flops. In addition, at the transmitter, matrix inversion requires another 48 flops for the \( N_r = 2 \) case using adjugate matrix. For each channel use, matrix-vector multiplication is implemented at both sides. The EDLP is the most efficient technique, where the computationally complex LR algorithms are replaced by the partition searching and lattice point matching at the first and second detection stages, respectively. The major computational burden in this algorithm is to solve two Hermitian matrix eigen problems and some matrix multiplications, which take totally \( 16L^3/3 + 2N_rM^L \) flops [87] [88]. The total numbers of required flops for different techniques are listed in Table 4.2. We can see that the ML detection is costly at the receiver side and the LRAP is costly at the transmitter side. The LRAPR reduces the complexity of LRAP at the transmitter by more than half, however it requires more computation at the receiver side. The EDLP requires the least number of computations in the “frame overhead” stage and same number of flops for each transmitted symbol.

<table>
<thead>
<tr>
<th></th>
<th>frame overhead</th>
<th>per channel use</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tx</td>
<td>Rx</td>
<td>Tx</td>
</tr>
<tr>
<td>MLD</td>
<td>0</td>
<td>448</td>
<td>0</td>
</tr>
<tr>
<td>LRAP</td>
<td>539</td>
<td>0</td>
<td>112</td>
</tr>
<tr>
<td>LRAPR</td>
<td>193</td>
<td>145</td>
<td>28</td>
</tr>
<tr>
<td>EDLP</td>
<td>107</td>
<td>0</td>
<td>28</td>
</tr>
</tbody>
</table>

We have provided an efficient algorithm for computation of the partition set \( \mathcal{D} \) and the associated lattice point set \( \{ p_j \}_{j=1}^N \) in Section 4.3. However, the number of sets
in partition $\mathcal{D}$ is indeed infinite. In practice we may further simplify the precoding computation by constraining the number of sets in partition $\mathcal{D}$ into a finite number since this partition depends only on the singular values of the channel matrix and is invariant to the unitary transformations at left and right sides of the channel matrix.

For random matrices distributed as $\bm{H}$, the tail of the distribution of the condition number has been explored and loosely upper bounded in [89] by,

$$
\mathbb{P}\left[ \frac{\kappa_2(\bm{H})}{N_r/(|N_r - N_t| + 1)} > \theta \right] < \frac{1}{2\pi} \left( \frac{6.298}{\theta} \right)^{2(|N_r - N_t| + 1)}. \tag{4.10}
$$

For instance, for a channel with $N_r = N_t = 2$, the first 30 points on the hyperbola can partition $\kappa_2(\bm{H})$ from 1 to 1626. From above, the probability that the condition number is larger than 1626, i.e., $\kappa_2(\bm{H}) > 1626$, can be calculated. From Equation 4.10, $\kappa_2(\bm{H}) > 1626$ yields $\theta = 813$. Plugging $\theta = 813$ in RHS results in roughly $10^{-5}$. This shows that if an EDLP algorithm stores 30 points, the probability that this algorithm cannot result in the optimal solution for any realization of the channel is less than $10^{-5}$.

A more precise upper bound is discussed below. The joint probability density function of the ordered strictly positive eigenvalues of the Wishart matrix $\mathcal{W}_t(r, \bm{I})$, denoted by $\omega_1 \geq \ldots \geq \omega_t > 0$ is given in [49] by

$$
f(\omega_1, \ldots, \omega_t) = e^{-\sum_{i=1}^{t} \omega_i} \prod_{i=1}^{t} \frac{\omega_i^{r-t}}{(t-i)! (r-i)!} \prod_{i<j}^{t} (\omega_i - \omega_j)^2. \tag{4.11}
$$

In our case since $N_r = N_t = 2$, with $\omega_1 \geq \omega_2 \geq 0$, we have

$$
f(\omega_1, \omega_2) = e^{-\omega_1 - \omega_2} (\omega_1 - \omega_2)^2 \tag{4.11}
$$

Numerical integration of $f(\omega_1, \omega_2)$ over the region $\omega_1 \geq \omega_2 \geq 0$ and $\omega_1/\omega_2 \geq \kappa_2(\bm{H})$ shows that for an outage probability of $10^{-5}$ only the first 15 points are needed. Therefore, a finite partition set can be used with only an inconspicuous impact on the performance. However, for most LR based systems it is not possible to apply a similar simplification.
4.4.3 Channel Estimation Error

Channel estimation error is an important factor that affects system performance. If the CSI at the transmitter needs to be obtained from the receiver, then the CSI is a quantized version of the CSI estimated at the receiver. For MMSE MIMO channel estimation, the estimated channel matrix can be expressed as

$$ \hat{H} = H s_p s_p^H (\sigma_n^2 I_{N_t} + s_p s_p^H)^{-1} + n s_p^H (\sigma_n^2 I_{N_t} + s_p s_p^H)^{-1} \quad (4.12) $$

where $s_p$ is an $N_t$-by-$N_p$ pilot symbols matrix with average energy $E_p$. It is shown in [90] that the optimal $s_p$ for LMMSE estimation converge to the optimal solution for ML estimation, which is any $s_p$ that satisfies

$$ s_p s_p^H = N_p E_p I_{N_t}. $$

Equation (4.12) now becomes

$$ \hat{H} = \frac{N_p E_p}{\sigma_n^2 + N_p E_p} H + \frac{1}{\sigma_n^2 + N_p E_p} n_p s_p^H, $$

where $n_p$ is an AWGN matrix whose elements are zero mean circular complex Gaussian random variable with variance $\sigma_n^2$. In order to construct our channel matrix estimate such that each element has unit variance, $\hat{H}$ is further normalized as

$$ \tilde{H} = \sqrt{\frac{\sigma_n^2 + N_p E_p}{N_p E_p}} \hat{H} = \sqrt{\frac{N_p E_p}{\sigma_n^2 + N_p E_p}} H + \Delta H $$

where $\Delta H = n_p s_p^H / \sqrt{N_p E_p (\sigma_n^2 + N_p E_p)}$ is the estimation error matrix, which is a zero-mean i.i.d. circular complex Gaussian random variable, uncorrelated with $H$. It can be easily verified that

$$ \mathbb{E}[\tilde{H}^H \tilde{H}] = N_r I_{N_t}. $$
4.4. PERFORMANCE AND COMPLEXITY ANALYSIS

The system uses $\hat{H}$ to compute both precoding and equalization. We define the channel estimation rate $\sigma_c^2$ as

$$
\sigma_c^2 = \frac{\mathbb{E}[\Delta H^H \Delta H]}{\mathbb{E}[HH^H]} = \frac{\sigma_n^2}{N_p E_p}.
$$

Figure 4.6 shows the BER performances of three precoding techniques when the channel estimation error is $\sigma_c^2 = 0.01$. As SNR increases, we observe an increasing gap and a better error floor for EDLP compared to the other two lattice precoding techniques. This indicates that when small channel estimation errors are present EDLP provides a more robust performance.

![Figure 4.6: A performance comparison of different techniques with 1% channel estimation error variance](image-url)
4.4.4 Diversity Order When More Antennas Are Available

For large SNR, using the approximation $Q(x) \leq 1/2e^{-x^2/2}$ [21], Equation (4.9) can be approximated by

$$P_{\text{error}} \approx \mathbb{E} \sum_{n=0}^{\infty} \left[ e^{(2n+\frac{1}{2})^2 - \frac{L_{\text{SNR}}}{\text{det}(\Lambda^{-1})} / N_r} - e^{(2n+\frac{3}{2})^2 - \frac{L_{\text{SNR}}}{\text{det}(\Lambda^{-1})} / N_r} \right]. \quad (4.13)$$

Introducing $\xi = L_{\text{SNR}}/(4N_r)$, we observe that when the SNR increases, for any value of $\text{det}(\Lambda)$ we have

$$e^{-\xi|\text{det}(\Lambda)|} \gg -e^{-\xi|\text{det}(\Lambda)|} + \sum_{n=1}^{\infty} \left[ e^{(2n+\frac{1}{2})^2 - \frac{L_{\text{SNR}}}{\text{det}(\Lambda^{-1})} / N_r} - e^{(2n+\frac{3}{2})^2 - \frac{L_{\text{SNR}}}{\text{det}(\Lambda^{-1})} / N_r} \right]$$

which allows us to further simplify Equation 4.13 to

$$P_{\text{error}} \approx \mathbb{E}[e^{-\xi|\text{det}(\Lambda)|}]. \quad (4.14)$$

The joint probability density function of the unordered eigenvalues of the complex Wishart matrix $W_t(r, I)$, with $t = 2$ and $\omega_1, \omega_2 > 0$ is given in [49] as

$$f_{\omega_1, \omega_2} = \frac{1}{2} e^{-\omega_1 - \omega_2} \prod_{i=1}^{2} \frac{\omega_i^{r-2}}{(2-i)!(r-i)!} (\omega_1 - \omega_2)^2$$

$$= \frac{1}{2} [(r-1)!(r-2)!]^{-1} e^{-\omega_1 - \omega_2} \omega_1^{r-2} \omega_2^{r-2} (\omega_1 - \omega_2)^2.$$

Consequently,

$$[2(r-1)!(r-2)!]P_{\text{error}} \approx \int \int_{\mathbb{R}_+^2} e^{-\xi\sqrt{\omega_1 \omega_2} - \omega_1 - \omega_2} \omega_1^{r-2} \omega_2^{r-2} (\omega_1 - \omega_2)^2 \, d\omega_1 \, d\omega_2. \quad (4.14)$$

By introducing the change of variables $a = \frac{1}{4}(2 - \xi)(\sqrt{\omega_1} - \sqrt{\omega_2})^2$ and $b = \frac{1}{4}(2 + \xi)(\sqrt{\omega_1} + \sqrt{\omega_2})^2$, we have the determinant of Jacobian matrix $\text{det}(J)$ as

$$\text{det}(J) = \frac{2}{4 - \xi^2} \left( \sqrt{\frac{a(\xi + 2)}{b(\xi - 2)}} - \sqrt{\frac{b(\xi - 2)}{a(\xi + 2)}} \right)$$
and Equation (4.14) becomes

\[ [2(r - 1)! (r-2)!] P_{error} \approx \int \int \text{det}(J) \frac{16ab(4 - \xi^2)^3}{[(\xi - 2)b - (\xi + 2)a]^4} \left( \frac{b}{\xi + 2} + \frac{a}{\xi - 2} \right)^r e^{-a-b} da \, db, \]

For \( \xi \gg 2 \), Equation (4.15) can be simplified as

\[ [2(r - 1)! (r-2)!] P_{error} \approx \int \int \frac{2}{\xi^2} \left( \sqrt{\frac{a}{b}} - \sqrt{\frac{b}{a}} \right) \frac{16ab\xi^6}{(b-a)^4\xi^4} (a + b)^r \xi^{-r} e^{-a-b} da \, db. \]

Therefore, \( P_{error} = K\xi^{-r} \) where \( K \) is a constant scalar. From this we conclude that EDLP achieves full diversity order. In Figure 4.7, simulated BER of EDLP for different values of the numbers of transmit and receive antennas are shown. In both

![Figure 4.7: EDLP with different antenna settings](image-url)
$N_r = 4, N_t = 2$ and $N_r = 2, N_t = 4$ cases, the BER curves show diversity order of 4 and in $N_r = 2, N_t = 2$ case, the diversity order is shown to be 2.

4.5 Conclusions

In this chapter an eigenvalue-decomposition based lattice-precoding technique, EDLP, is proposed for use in MIMO flat-fading channels. This technique requires CSI at both transmitter and receiver sides. For this system, the required computation at the receiver side is limited to linear processing and simple per-component modulo operations. We derived a very tight lower performance bound for EDLP for the entire range of SNR’s. This bound is used to prove that this system achieves full diversity gain. The performance of EDLP in terms of BER-SNR also shows a clear power gain compared with other techniques. Although a nonlinear precoding scheme is used at the transmitter side, but unlike other lattice precoding techniques, this system does not require to use a LR algorithm. When channel estimation errors are present, EDLP exhibits a more robust performance than other schemes at moderate to high SNR values.
Chapter 5

Lattice Precoding for MIMO Broadcast Channels

In multi-user systems, interuser interference is a major impairment introduced by the channel and user signals. Linear precoding schemes can combat the interuser interference to a certain extent, however, nonlinear precoding schemes are better suited to cancel the interuser interference. In multiple antenna broadcast channels, the nonlinear DPC [24] scheme, which is optimum for interference channels, is proved to achieve both the sum capacity and the overall capacity region [29]. Hence, practical DPC schemes, such as Tomlinson-Harashima Precoding (THP) [22] [23] and vector perturbation [51] have received a great deal of attention. Some of these schemes exhibit excellent performances, particularly achieving the full diversity order, with moderate complexity.

The practical DPC schemes used for multiple antenna broadcast channels are closely related to lattice representation of the symbol constellation. Based on this point of view, Lattice-Reduction (LR) techniques are used to enhance the performance of single user MIMO detectors. Lattice reduction in high dimensions is known to be an NP-hard problem. In [17], a polynomial-time, sub-optimal LR algorithm, called the LLL algorithm, is used to find the shortest lattice bases. There are some other LR techniques employed in certain systems, such as complex LLL [86] and Seysen’s LR [93] [94]. The complexity of these iterative polynomial-time LR techniques is determined by the number of iterations required for lattice reduction, however, the
worst-case complexity remains unbounded.

Lattice searching techniques can be used with linear equalization techniques such as ZF, MMSE, extended MMSE, BLAST, and hybrids of them [17] [20]. It has been shown that the performance of LR aided MMSE SIC detector nearly reaches the performance of ML detection [86].

Precoding methods for single user MIMO systems using LR have also been developed to move the complexity of LR from the receiver side to the transmitter side without sacrificing performance [95]. For broadcast channels, LR aided ZF [85] and BDZF [81] based precoding schemes have been proposed. These techniques use linear precoding to separate user signals and use LR to reduce the transmit power. The resulting performance achieves full diversity order.

In this chapter, we first introduce a general system structure that allows us to apply the lattice reduction algorithm. Following this general structure, we discuss a solution for a multi-user system with multiple transmit antennas and a single receive antenna per each user. This solution, referred to as the WFH scheme, is also useful to provide insight for more complicated channels. When each receiver has multiple antennas, similar to ZF, it is possible to orthogonalize each user’s block channels and make the multi-user channel free of interuser interference. In order to do so, block-diagonal ZF linear precoding is introduced. A block-diagonal ZF and EDLP based algorithm, referred to as BDZF-EDLP, is proposed afterwards. This algorithm features low complexity and coordinated structure for multi-user multiple antenna system that have multiple receive antennas per user. BDZF-EDLP is also capable for large scale extension due to the linearity of BDZF and the linearly scalable EDLP algorithm made possible through BDZF. For the same channel, a previously proposed algorithm that also offers the support for spatial multiplexing for each user is then discussed. Unlike the WFH scheme and BDZF-EDLP, this algorithm simply stacks BDZF and a simple implementation of the LR algorithm [96]. Finally we discuss and compare the error probability and computational complexity of these techniques.
5.1 General System Structure

The transmit antennas transmit \( x \), which is the sum of signal vectors from different users, i.e.,

\[
x = \sum_{k=1}^{K} T_{p,k}\tilde{s}_k = \sum_{k=1}^{K} T_{p,k}(s_k + p_k),
\]

(5.1)

where \( T_{p,k} \) is the \( M \times L_k \) precoding matrix used to precode the \( L_k \) dimensional signal vector of user \( k \) onto \( M \) transmit antennas for \( 1 \leq k \leq K \). Here \( L_k \leq \min(M, N_k) \) where \( N_k \) denotes the number of receiver antennas of user \( k \). An integer-component vector \( p_k \) is added to \( s_k \) to get a periodic extension of the signal constellation. Similar to EDLP, the goal is to reduce the transmitted power. To avoid overlap of the detection regions of the signal constellation points, elements of \( p_k \) have to be discrete numbers, i.e., \( p_k \in AG^{L_k} \) where \( G \) denotes the set of Gaussian integers. For example, if system uses 4-QAM modulation, the elements in \( s_k \) take values from \( \pm 1/2 \pm j/2 \), then \( A = 2 \). In other words, \( p_k \) lies in a \( L_k \) dimensional complex lattice defined by \( AG^{L_k} \). The 4-QAM signal points \( s_k \) are located within the Voronoi region of the associated lattice point \( p_k \).

We denote the signal that is to be precoded by \( \tilde{s}_k \), where \( \tilde{s}_k = s_k + p_k \). Then, Equation (5.1) can be expressed by \( x = T_p\tilde{s} \) where \( T_p = [T_{p,1}, T_{p,2}, \ldots, T_{p,K}] \) and \( \tilde{s} = [\tilde{s}_1^T, \tilde{s}_2^T, \ldots, \tilde{s}_K^T]^T \). The received signal \( y \), which is expressed by the column concatenation of the signals on the antennas of different users in natural order, is written as

\[
y = [y_1^T, y_2^T, \ldots, y_K^T]^T = Hx + n = HT_p\tilde{s} + n.
\]

(5.2)

The receiver first linearly equalizes the received signal by

\[
r = R^H y = R^H HT_p\tilde{s} + R^H n
\]

(5.3)

where \( R \) is the linear equalization matrix multiplier. Since in broadcast channels users are decentralized and are unable to collaborate with each other, \( R \) is a block-diagonal
matrix of the form

$$R = \begin{bmatrix} R_1 & 0 & \ldots & 0 \\ 0 & R_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & R_K \end{bmatrix}$$

where each $R_k$ is an $N_k \times L_k$ dimensional unitary matrix. The decision variable $\hat{s}$ is then acquired by element-wise quantization of $r$, i.e.,

$$\hat{s} = Q_{AG}(r) = Q_{AG}(R^H HT_p \tilde{s}) + Q_{AG}(R^H n).$$

The modulo function $Q_{AG}(x)$ for a complex scalar is defined as

$$Q_{AG}(x) = \Re(x) - A \left\lfloor \frac{\Re(x) + A/2}{A} \right\rfloor + j \left( \Im(x) - A \left\lfloor \frac{\Im(x) + A/2}{A} \right\rfloor \right),$$

where $\Re(\cdot)$ and $\Im(\cdot)$ denote the real and imaginary parts, respectively. The value $\left\lfloor \frac{\Re(x) + A/2}{A} \right\rfloor$ is the unique integer such that $Q_{AG}(\Re(x)) \in [-A/2, A/2)$. The objective of including THP in precoding and a modulo operation in equalization is to reduce the transmit power by forcing the transmit signal to be in the Voronoi region. Then, the average transmit power becomes solely related to the volume of the Voronoi region, which equals to the reciprocal of the lattice density, or the determinant of the lattice generator matrix [18]. The design criteria for the optimal $p_{opt}$ is

$$p_{opt} = \arg\min_{p' \in AG^M} \|x\|^2 = \arg\min_{p' \in AG^M} \|T_p(s + p')\|^2. \quad (5.5)$$

At the receiver, the modulo operation uses slice partitioning to find and eliminate the perturbation $p$, which was added deliberately at the transmitter. Such partitioning is not optimal but its implementation is particularly simple because it only involves several one dimensional modulo operations [26]. Moreover, the performance loss is small, even though we use multiple identical one dimensional modulo operations to replace a single multi-dimensional modulo operation, if the lattice reduction algorithm finds the closest lattice point and forces the received signal constellation to stay inside the Voronoi region. The Gaussian noise after modulo operation is approximately
uniform over \([-A/2, A/2]\) as described in Section 4.4 and in [97] [98].

The above setup shows a general transceiver model for the lattice reduction algorithm based systems. As an example, suppose we have a multi-user system, in which the precoding matrix \(T_p\) consists of a ZF channel precoding matrix \(H^{-1}\) and a block-diagonal matrix \(W\) with each block a unitary precoding matrix for one user’s signal vector. The receiver equalizer is configured to be the same as \(W\),

\[
T_p = H^{-1}W \quad \text{and} \quad R = W.
\]

Plugging into Equation (5.3), we have

\[
r = W^H H H^{-1} W (s + p) + W^H n = s + p + n'.
\] (5.6)

Since the receiver equalization is unitary for each user and each antenna, the channel noise remains i.i.d., in contrary to ZF equalization which causes noise enhancement. In other words, \(n' = W^H n\) has the same statistics as the original channel noise \(n\). The received signal after equalization becomes

\[
\hat{s} = \mathcal{Q}_{AG}(r) = s + \mathcal{Q}_{AG}(n').
\]

In this way the signal estimate for all signals contains the transmitted signal without the deliberately added perturbation vector \(p\) but with the quantization effect on the channel noise.

### 5.2 MISO Broadcast Channel and the WFH Scheme

In this section we study lattice precoding for multiple input single output (MISO) channels. MISO channels are defined as channels where the transmitter has multiple antennas but each receiver has a single antenna. In this case, for each user \(N_k = 1\) and since there is no collaboration possible among users, \(W = I\).

In [85], Windpassinger, Fischer, and Huber proposed a lattice-reduction based precoding for MISO BC that we refer to it as the WFH scheme. The linear precoding technique used in the WFH scheme is ZF, i.e., \(T_p = H^{-1}\) with the assumptions that
the number of transmit antennas equals to the number of users in the system, i.e., $M = K$, and that the channel matrix is invertible. The transmitter sends $M$ symbols, each for one user, simultaneously over the $M$ transmit antennas. The system model can be shown as a special case of Equation (5.6) as

$$\hat{s} = Q_{AG}(Hx) + Q_{AG}(n)$$

where

$$x = H^{-1}(s + p).$$

The transmitted signal is designed such that the transmitted power for each symbol vector is minimized through optimal selection of $p$

$$p = \arg\min_{p' \in AG^M} \|H^{-1}(s + p')\|^2. \quad (5.7)$$

Note that, instead of minimizing the average transmitted power, the metric that we commonly use, here we are actually minimizing the transmitted power for each symbol vector combination, resulting in the minimization of the average transmitted power.

In the WFH scheme, shown in Figure 5.1, a lattice-reduction aided algorithm is employed. The optimization problem in Equation (5.7) is equivalent to finding a lattice point $p$ on the lattice $AH^{-1}G^M$ closest to $-H^{-1}s$. This is the nearest lattice point search problem and is well-addressed in [99] [83]. The exact solution for this problem is known to be NP-hard. Sphere decoding technique can be used to solve this problem but its complexity is still high for high dimensional cases. Instead, two approximate solutions can be used, both closely related to LR.

Lattice reduction factorizes the precoding lattice basis into a reduced lattice basis $W$ and a unimodular matrix $T$

$$H^{-1} = WT.$$ 

A lattice can be expressed in terms of many different basis. A unimodular matrix transforms a lattice basis to another without changing the lattice itself. The reduced lattice basis is composed of the shortest basis vectors.
5.2. MISO BROADCAST CHANNEL AND THE WFH SCHEME

One approximate solution for the nearest lattice point problem is by rounding off approximation. With the help of the LR algorithm, the problem to find the closest lattice point on the lattice $AH^{-1}G^M$ to the point $-H^{-1}s$ is transformed to the problem of finding the closest lattice point $Wp_t$ on the lattice $WAG^M$ to the point $-H^{-1}s$. Recall that $p_t$ is on the same lattice $AG^M$ as $p$. Now if $W$ is a scaled orthonormal matrix which rotates and then scales the axis, then taking out it does not change the solution, meaning that finding the point $Wp_t$ that is closest to $-H^{-1}s$ is equivalent to finding the point $p_t$ on the even Gaussian lattice $AG^M$ that is closest to $-Ts$. This problem can be solved by simply quantizing $-Ts$ to the closest even Gaussian numbers. However, the reduced lattice basis $W$ in general is not scaled orthonormal but an approximation of it since $W$ is the basis of the shortest basis
vector. This approximate solution is shown as

\[ p_{\text{rounding}} = TQ_AG(-T^{-1}s). \]

Upon finding \( p_t \) by approximation and quantization, it is transformed back to the original lattice point \( p \).

In order to improve the approximation accuracy and constrain the complexity, nearest plane approximation can be used. To implement this approximation, \( W \) is decomposed using QR decomposition with optimum ordering [100] [20],

\[ WP = QR \]

where \( P \) is the ordering permutation matrix that exchanges indices of columns in \( W \). Then the problem becomes of finding the closest lattice point \( DRP^{-1}p_t \) to the point \( -DRP^{-1}T^{-1}s \) where \( D \) is the diagonal matrix whose diagonal elements are reciprocals of the diagonal elements of \( R \). The reduced lattice basis \( W \) can be regarded as the lattice basis closest to orthogonal basis \( Q \) with an approximation error matrix \( R \). The approximation error matrix \( R \) is selected to be an upper triangular matrix with positive diagonal elements in increasing order from top to bottom. The block diagram of this algorithm is shown in Figure 5.1. The quantization process starts from the bottom row of \( R \). The dimensions with longer basis vectors are processed before the dimensions with smaller basis vectors since longer basis vector results in larger correlations to other basis vectors, which are the off-diagonal elements of \( R \). The small off-diagonal elements result in a better approximation. If these elements are zero, then the reduced lattice basis \( W \) becomes a pure orthonormal basis. This algorithm in principle and in implementation is very similar to SIC and DFE.

The nearest plane approximation is derived explicitly as

\[ H^{-1}p \mapsto -H^{-1}s \]
\[ \Rightarrow WT^{-1}p \mapsto -WT^{-1}s \]
\[ \Rightarrow WP TT^{-1}p \mapsto -WPP^{-1}T^{-1}s \]
where $\Rightarrow$ denotes *is equivalent to* and $\mapsto$ denotes *is closest to*. Substituting $QR = WP$,

$$QR_{P}^{-1}T_{P}^{-1}p \mapsto -QR_{P}^{-1}T_{P}^{-1}s.$$  \hfill (5.8)

Since we have defined $D = \text{diag}(R)^{-1}$, by multiplying both sides of Equation 5.8 by $DQ^T$ we have

$$DR_{P}^{-1}T_{P}^{-1}p \mapsto -DR_{P}^{-1}T_{P}^{-1}s,$$

from which the block diagram in Figure (5.1) is constructed.

### 5.3 Block-Diagonal ZF and EDLP

In Section 4.3 we discussed a rewarding lattice precoding technique for multiple input single output broadcast channels, i.e., the multi-user channels in which each user uses one single receive antenna and carries a single and independent data stream. In scenarios where users have multiple antennas, we are naturally interested in techniques that can benefit from the availability of extra antennas.

One straightforward method is to simply apply the techniques introduced in Section 4.3 or [80] by treating each antenna as an independent user. In this way the receiver only needs to have multiple paths from single antenna RF radio to baseband processing DSP to decode each data stream from each antenna. Clearly this treatment ignores the fact that the multiple receivers, belonging to a single user, are able to cooperate with each other. By utilizing the potential coordination among multiple receivers we may improve the robustness and/or data throughput, similar to the gain obtained by using MIMO channels. However, techniques applying lattice-reduction based precoding for this kind of multi-user multiple antenna broadcast channels are still under development. The difficulty lies in the required mathematical tools to deal with this channel into lattice domain and the high complexity of the resulting techniques [18].

In this section, instead of minimizing the transmitted power versus error rate with spatial multiplexing, we focus on developing a low-complexity and scalable lattice precoding scheme that supports full spatial multiplexing and full receiver diversity order
for every user with a reasonable complexity-performance tradeoff. This scheme utilizes EDLP, discussed in Chapter 4, as an inner precoding method and block-diagonal zero-forcing (BDZF) technique, discussed in Section 2.4 as an outer precoding method to orthogonalize each users’ channels. Therefore, this method can also be viewed as a multi-user extension of EDLP precoding or a non-linear modification of BDZF precoding. It is known that the BDZF has advantages over channel inversion techniques in that it makes less noise feeding into the receivers [51]. This is because the noise enhancement effect in BDZF only exists within each block. On the downside, this method requires either global CSI at the transmitter and all the receivers, or an additional training phase for estimating their equivalent channels. As we already know, the EDLP algorithm requires CSI at the receiver, hence, the combination of BDZF and EDLP adds no additional complexity at the receiver since a training is needed anyway. Furthermore, by using EDLP, the receive equalization is unitary, which does no enhance the channel noise. Detailed presentation of this method is discussed below.

Similar to the notation we used in previous chapters, we have $N_t$ transmit antennas shared by $K$ active users. The number of receive antennas for each active user is denoted by $N_{r,k}$. The channel matrix for user $k$ is denoted by the $N_{r,k} \times N_t$ matrix $H_k$. The multi-user channel matrix can be expressed by

$$H = \begin{bmatrix} H_1 \\ H_2 \\ \vdots \\ H_K \end{bmatrix}$$

which is a $N_r \times N_t$ matrix where

$$N_r = \sum_{k=1}^{K} N_{r,k}.$$ 

Using BDZF, we are able to orthogonalize the multi-user channel with a penalty
of increased transmitted power. In order to do so, we define the null channel $\tilde{H}_k$ by

$$\tilde{H}_k = \begin{bmatrix} H_1 \\ \vdots \\ H_{k-1} \\ H_{k+1} \\ \vdots \\ H_K \end{bmatrix}.$$ 

For $1 \leq k \leq K$, the null channel $\tilde{H}_k$ is decomposed by SVD into $\tilde{H}_k = \bar{U}_k \bar{D}_k \bar{V}_k^\dagger$. Since $\tilde{H}_k$ is an $(N_r - N_{r,k}) \times N_t$ matrix, the matrix $\bar{D}_k$ is an $(N_r - N_{r,k}) \times N_t$ diagonal matrix with positive singular values on the diagonal in descending order. Matrix $\bar{V}_k$ is an $N_t$ dimensional square matrix the rightmost $N_{r,k}$ column vectors of which define the null space of $\tilde{H}_k$, i.e., the null space of all other user channels $H_1, \ldots, H_{k-1}, H_{k+1}, H_K$. Therefore, BDZF uses the null space vectors to nullify the interuser interference. Let $T_{k,\text{null}}$ be the rightmost $N_{r,k}$ column vectors of $\bar{V}_k$ that has dimension $N_t \times N_{r,k}$. BDZF precodes the multi-user channel $H$ using $T_{\text{null}}$, defined by

$$T_{\text{null}} = [T_{1,\text{null}}, T_{2,\text{null}}, \ldots, T_{K,\text{null}}].$$

The result of precoding by $T_{\text{null}}$ is

$$\tilde{H} = HT_{\text{null}} = \begin{bmatrix} H_1 \\ H_2 \\ \vdots \\ H_K \end{bmatrix} [T_{1,\text{null}}, T_{2,\text{null}}, \ldots, T_{K,\text{null}}] = \begin{bmatrix} H_1T_{1,\text{null}} & 0 & \ldots & 0 \\ 0 & H_2T_{2,\text{null}} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & H_KT_{K,\text{null}} \end{bmatrix}.$$ 

Now if we define $\bar{H}_k = H_kT_{k,\text{null}}$ as the effective transmission channel of user $k$, we observe that user $k$ is free of multi-user interference under the effective channel since
the interference is nullified by $T_{k,\text{null}}$. This is true for all users.

After the multi-user MIMO broadcast channel is successfully made block-wise parallel through previously defined effective channels, we are able to apply EDLP as an inner precoding scheme. In order to do so, instead of the real channel of user $k$, expressed by

$$y_k = H_k T_k x_k + H_k \left( \sum_{i \neq k} T_i x_i \right) + n_k,$$

we consider the effective channel and eliminate the multi-user interference when BDZF is used,

$$y_k = H_k T_k x_k + n_k = \tilde{H}_k x_k + n_k.$$  \hfill (5.9)

We employ the SVD of the effective channel $\tilde{H}_k = \tilde{U}_k \tilde{D}_k \tilde{V}_k^\dagger$ and let

$$x_k = \tau_k \tilde{H}_k^{-1} \tilde{U}_k B_k (s_k + p_k),$$  \hfill (5.10)

where $\tau_k$ is the power scale of user $k$, and $\tilde{H}_k^{-1}$ is the inverse or pseudo-inverse of the channel matrix. We also define the equalization matrix at the receiver side of user $k$ as $R_k = \tilde{U}_k B_k$ and the effective channel model with transmit precoding and receive equalization as

$$r_k = R_k^\dagger y_k$$

$$= B_k^\dagger \tilde{U}_k^\dagger \tilde{H}_k x_k + B_k^\dagger \tilde{U}_k^\dagger n_k$$

$$= \tau_k (s_k + p_k) + n'_k$$

where $n'_k$ is the unitary transformed noise that has the same statistical characters as the original channel noise. In another words, the transformed noise is still circular-symmetric white Gaussian noise. We can write a unified equation to express this multi-user channel as

$$r = R^\dagger H x + n'.$$
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where \( R \) is defined by Equation (5.4),

\[
x = \begin{bmatrix} x_1 \\ \vdots \\ x_K \end{bmatrix},
\]

and

\[
n' = \begin{bmatrix} n'_1 \\ \vdots \\ n'_K \end{bmatrix}.
\]

The symbol decision statistic \( \hat{s}_k \) is the output of the per-component complex modulo and stays inside the Voronoi decision region,

\[
\hat{s}_k = Q_{AGL} \left( \frac{r_k}{r_k} \right) = s_k + Q_{AGL}(n''_k)
\]

where \( L_k \) is the spatial multiplexing order of user \( k \). In order to apply EDLP technique with the provided algorithm to calculate the perturbation vector introduced in previous chapter, we limit the number of simultaneous data stream of every user to be \( L_k = L = 2 \), for all \( 1 \leq k \leq K \) and a common modulation scheme to be 4-QAM. Therefore, the number of transmit and receive antennas can be any number larger than 2.

The noise part that the symbol estimate experiences, as discussed before, is circular symmetric complex Gaussian before the modulo operation. If the interval \( A \) in the one-dimensional modulo operation is fixed, it can be easily seen that if the per dimension power \( \sigma^2/2N_k \) of the circular symmetric complex Gaussian noise \( n \) is much smaller, i.e.,

\[
\frac{\sigma^2}{2N_k} \ll A,
\]

the effect of this one-dimensional modulo operation is negligible. Meaning that the noise distribution remains approximately Gaussian. In other words, since the signal power is proportional to the area of the Voronoi region, which is characterized by \( A \), when signal power goes to infinity, the noise that the symbol estimate sees, \( Q_{AGL}(n''_k) \), remains circular symmetric complex Gaussian distribution.
5.4 Block-Diagonalization ZF and LR

After studying BDZF for multi-user broadcast channels with multiple transmit and multiple receive antennas and lattice-reduction based single user MIMO channels, it is natural to explore the possibility of combining these two techniques. The technique proposed in [96] is one of them that simply uses BDZF to orthogonalize the user channels in blocks, as the same as BDZF-EDLP, and uses lattice-reduction based algorithms to reduce the transmitted signal power. It also combines the advantages and the disadvantages of both techniques combined.

The channel block-diagonalization part is exactly the same as BDZF-EDLP, i.e., as in Equation 5.9. Each user has an effective channel parallel with the channels of all other users. The inner precoding uses lattice-reduction, as proposed in [17] and [85], i.e.,

$$x_k = \tau_k \hat{H}_k^{-1}(s_k + p_k),$$

(5.11)

where

$$p_k = \arg \min_{p'_k \in A_G^M} \| \hat{H}_k^{-1}(s_k + p'_k) \|^2.$$

If we compare Equation 5.11 with Equation 5.10, we can see that they differ in the unitary precoding $U_k B_k$ part. This part gives EDLP a power gain in the single user case and requires a coordination of the receiver and the transmitter, which indicates that besides the initial phase of channel estimation, the receiver needs to run estimation again to acquire the transmitter’s precoded channel information. The lattice-reduction based precoding algorithm, however, does not have this latency. Note that since the initial channel estimation is always needed, the hardware cost is still the same for the two techniques.

5.5 Comparative Analysis

The three techniques we have introduced in previous sections, the WFH zero-forcing scheme for MISO channels, block-diagonalization zero-forcing with eigenvalue decomposition based lattice precoding (BDZF-EDLP), and block-diagonalization zero-forcing with lattice-reduction based precoding (BDZF-LR) differ in many aspects.
The WFH scheme is designed for multi-user multiple antenna MISO channels but can be employed in multi-user multiple antenna MIMO broadcast channels. BDZF-EDLP and BDZF-LR are both designed for multi-user multiple antenna MIMO broadcast channels. All these precoding-equalization algorithms need channel side information at the transmitter (CSIT). If no reverse pilot channels are assumed, the transmitter requires CSI feedbacks from the receivers. So all receivers have to estimate the channel in this case. In addition, at every receiver there is a modulo operation to compensate for the lattice precoding at the transmitter.

In terms of transmitter precoding complexity, the WFH scheme uses channel inversion while BDZF-EDLP and BDZF-LR use SVD as the front-end. Numerical computations of channel inversion and channel SVD require $O(n^3)$ for an $n$-dimensional square matrix [88]. The WFH scheme uses nearest-plane approximation, also known as the LLL lattice reduction algorithm, to compute the perturbation vector jointly for all data streams, which allows this scheme to approach near optimal diversity performance. BDZF-EDLP and BDZF-LR compute the perturbation vectors for each individual user’s block channel. Thus, these computations can be performed in parallel. If we denote the ratio of the largest norm to the smallest norm in the channel matrix (column vectors) by $R_{\text{norm}}$, i.e., the ratio of the norm of the longest vector to that of the shortest vector, the complexity of computing the LLL lattice reduction is $O(n^4 \log R_{\text{norm}})$ [86]. This $R_{\text{norm}}$ depends on channel realizations and distributions. Since $R_{\text{norm}} \geq 1$, the lattice reduction part dominates the overall complexity.

In order to have a more intuitive sense about the complexity of lattice reduction algorithms of these three schemes, let us assume a system with $N_t = 8$ transmit antennas and $K = 4$ users each has $N_{r,k} = 2$, for $1 \leq k \leq 4$ receive antennas, as an example. This broadcast channel has an 8-dimensional complex square channel matrix. Following the assumption in Section 4.4, i.e., 2 flops per complex addition and 6 flops per complex multiplication, the average complexity for the real and complex LLL lattice reduction algorithms in terms of flops are 34823.71 and 19201.68, respectively [86]. It is also important to notice that in the WFH scheme the same number of operations are needed for each symbol vector that is fed into the precoder. However, only 428 flops on the average are necessary for BDZF-EDLP precoding in ‘frame overhead’ phase and exactly 112 flops are necessary ‘per channel use’ phase.
Therefore, using BDZF-EDLP saves 98% flops in numerical computation in ‘frame overhead’ phase and 99.4% in ‘per channel use’ phase in this example, if the complex LLL algorithm is used for this comparison. A brief list of number of flops required for precoding computation with different channel dimensions is depicted in Table 5.1. Since the effort of the modulo operations can be neglected compared to the number of flops, it is not included in this table. Another part of the computation process that is not included is the linear precoding part, for example the channel inversion in the WFH scheme and SVD in BDZF-EDLP and BDZF-LR. We observe that the WFH scheme features a heavy average computational load for each channel use in terms of flops. Such load increases exponentially with the dimension of the channel precoding matrix. Instead, the complexities of BDZF based techniques in lattice reduction part grow linearly. Other than the average computational complexity, the number of flops for the methods using lattice reduction algorithms, i.e., the WFH scheme and BDZF-LR, vary with different realizations of the channel matrices. This gives the symbol vector scheduler much uncertainty and causes extra latency.

Furthermore, we notice that the lattice precoding parts in BDZF-EDLP and BDZF-LR consist of a group of independent computations, each of which is the same function supplied with different inputs. For example, in the BDZF-LR algorithm we have $K$ different effective channel matrices passed into the same lattice reduction algorithm. Therefore, for systems that can handle parallel computing, using
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BDZF-EDLP or BDZF-LR reduces the latency by a factor of $1/K$.

The bit error rate versus transmitted power performance is also critical for system evaluation. The WFH scheme performs a joint optimization over signals of all users, therefore it achieves close to maximum diversity gain, i.e., diversity order equals to $N_t$. The diversity orders that BDZF based algorithms can achieve are limited by the BDZF linear precoding. Therefore, they can only achieve the maximum diversity gains of each effective block channel. Similar to the EDLP versus LR, BDZF-EDLP has an additional power gain over BDZF-LR due to the coordinated transmission. The performance comparison of these three algorithms is depicted in Figure 5.2. This figure show the uncoded BER as a function of transmitted power in a system with 4 transmit antennas, 2 users each has 2 receive antennas that employs 4-QAM.

![Figure 5.2: BER vs Tx-power performance comparison of the WFH Scheme, BDZF-EDLP and BDZF-LR](image-url)
modulation. From this figure the WFH scheme approaches full diversity gain of order 4. BDZF-EDLP and BDZF-LR achieve a diversity order of 2 but with much lower complexity. A power gain of BDZF-EDLP over BDZF-LR is also shown in the figure which is due to coordinated precoding and quantization in BDZF-EDLP.

5.6 Conclusions

In this chapter, we discussed nonlinear lattice based precoding/equalization techniques for MIMO broadcast channels that support multiple stream transmissions, i.e., the WFH scheme and BDZF-LR from the literature and our proposed BDZF-EDLP technique. All these three techniques have a linear precoding front end and a nonlinear lattice based precoding as a back end. They all require CSIT, in addition, BDZF-EDLP needs another training phase at the receivers to estimate the effective channels that the transmitter precoded.

The WFH scheme employs the LLL lattice reduction algorithm on the channel inverse directly and computes the perturbation vector based on each symbol vector input and the channel matrices. Computing the perturbation vector is basically solving the search for the closest lattice point problem. In implementation, the WFH scheme uses a nearest plane approximation method to solve this problem sub-optimally. This precoding method jointly compute the perturbation vector for all user signals. Therefore, a close to full diversity order performance is expected and is achieved.

BDZF-EDLP and BDZF-LR, however, use linear BDZF precoding to completely nullify the interuser interference. This suboptimal linear precoding results in a lower than optimal diversity order.

Since the WFH scheme needs to compute the precoding based on each symbol vector input and channel matrix realization, the complexity and latency overhead is massive and has large variation and therefore may not be possible for certain implementations. In BDZF-EDLP and BDZF-LR, the creation of effective user channels allows successive algorithms to do precoding for each user independently. By doing so, complexity and latency can be contained. Different level of quality of service (QoS) differentiating users can be possible, for example, giving higher power scale to users requesting higher QoS. In addition, the proposed BDZF-EDLP technique has
a fixed number of operations in the lattice precoding part, which saves latency furthermore against the WFH scheme and the BDZF-LR. Also, due to the coordinated precoding/equalization, BDZF-EDLP shows a power gain advantage over BDZF-LR. Similar to the EDLP, BDZF-EDLP does not really need the lattice reduction algorithm to compute the perturbation vector. Therefore, there is a complexity advantage of BDZF-EDLP over BDZF-LR too.

These three techniques each have a particular complexity and performance trade-off. In different applications and scenarios, the choice on the techniques should be based on these tradeoffs.
Chapter 6

Advanced Equalization Techniques for CDMA Receivers

In this chapter, we will first review the theoretical basis and discuss some implementation issues of advanced equalization techniques for spread spectrum systems in frequency-selective fading channels. Generalized RAKE (G-RAKE) and Linear Minimum Mean Square Error (LMMSE) are two widely used techniques which are employed in Wideband Code Division Multiple Access (WCDMA) / High-Speed Downlink Packet Access (HSDPA) systems. These techniques, when used in multiple antenna systems, can serve as the front end, followed by spatial equalization, in the baseband receiver structure [101], [102]. We will show the equivalence between G-RAKE and LMMSE Chip-level Equalization (CE) under various system implementation constraints. Finger placement algorithm is a key factor in implementation and greatly affects the performance of G-RAKE. Optimal solution for finger placement is prohibitively complex even for small number of fingers since the symbol Signal to Interference and Noise Ratio (SINR) is not a convex function of the finger delays. We will propose a novel and computationally efficient finger placement algorithm that significantly reduces the complexity of the optimal solution with a reasonable performance loss. We call this algorithm the maximum weight placement (MWP) algorithm for reasons that will become clear later. We then compare the performance and complexity trade off of this algorithm with other algorithms through analysis and by providing simulation results.
6.1 Introduction

In WCDMA systems each downlink physical channel characterizes a spreading code that is composed of an OVSF (Orthogonal Variable Spreading Factor) code and a long scrambling code after channel encoding and symbol modulation [103]. OVSF codes are assigned by base station controllers and are designed to differentiate other synchronous channels within the same cell based on the orthogonality of the OVSF codes. The OVSF code of each channel remains the same from symbol to symbol. The scrambling codes are assigned by the base station controller and are designed to differentiate neighboring cells. Therefore, these codes are the same to all downlink physical channels within one cell when secondary scrambling code is not used. The period of the scrambling code is a very large multiple of the symbol time hence the scrambling code varies from symbol to symbol pseudo-randomly. Therefore, in flat-fading channels the intra-cell interference is eliminated by the OVSF codes and the inter-cell interference is reduced by the scrambling code.

In frequency-selective fading channels RAKE receivers with Maximal Ratio Combining (MRC) are commonly used to combat multipath effects of the channel. The receiver takes advantage of the frequency-selectivity of the channel, coherently combines the outputs of the fingers (correlators) to exploit the multipath diversity gain. In this way, the signal power attenuation problem caused by fading effects is mitigated. The multipath effects of the frequency-selective channel also breaks the orthogonality of the downlink physical channels, thus resulting in Multiple Access Interference (MAI). Meanwhile, the correlations among consecutive symbols of one physical channel result in Inter-Symbol Interference (ISI). RAKE receivers are not, however, designed to suppress these types of interferences, i.e., MAI and ISI.

HSDPA is a protocol in 3GPP that promises high speed data transmission in downlink channels, in the order of megabit per second. The spreading factor defined in HSDPA channels ($SF = 16$) is much smaller than many other WCDMA channels, i.e., 128 or 256. In this case, using a small spreading factor results in the MAI and ISI to cause more performance degradation, especially when the wireless channel has large delay spread.

G-RAKE [104] and LMMSE-CE [61] are two major equalization techniques that
G-RAKE is similar to RAKE in structure but is derived based on the Maximum Likelihood (ML) criteria so that the interferences can be mitigated. G-RAKE differs from RAKE mainly in the number of fingers, locations of the fingers, and the computation of the combining weight. G-RAKE requires larger number of fingers to better probe the channel and computes the combining weights by a method other than MRC to suppress the interference. G-RAKE employs the ML principle and can also be interpreted as a pre-whitening matched filter. An analysis of G-RAKE is presented extensively in Section 6.2 with focuses on equalization properties, noise whitening effects and the resulting output symbol SINR. It is shown that under certain simplifying assumptions together with a linear transversal Finite Impulse Response (FIR) structure, LMMSE-CE, which is based on the LMMSE criteria is equivalent to G-RAKE [105] in terms of combining weights, assuming that both systems employ the same finger placement strategy. We develop this equivalence in this chapter while relaxing the constraints gradually. Our analysis in Section 6.5 reveals that this equivalence holds in a wider scope. With limited number of fingers, the performance of a G-RAKE receiver varies significantly by selection of finger delays. Optimal solutions to this problem can be obtained through exhaustive search where the dimension of the search space is equal to the number of fingers and for each dimension the search window spans more than one symbol. This method is hard to implement due to its high complexity. We propose a low complexity alternative by modifying this multi-dimensional exhaustive search problem into multiple one-dimensional search problems. Another practical algorithm which merely utilizes the channel path delays is also introduced. Both these algorithms have reduced complexity at the price of some performance loss.

Later we derive a novel efficient finger placement algorithm called the Maximum Weight Placement (MWP) algorithm and show that it provides a good balance between performance and complexity. Supporting simulation results are also presented.
6.2 The Generalized RAKE Receiver

In WCDMA the pulse-shaping filter, denoted by \( p(t) \), is a root-raised cosine (RRC) filter with a roll-off factor of \( \alpha = 0.22 \)

\[
p(t) = \frac{\sin(\pi t/T_c(1 - \alpha)) + 4\alpha t/T_c \cos(\pi t/T_c(1 + \alpha))}{\pi t/T_c(1 - (4\alpha t/T_c)^2)}
\]

where \( T_c = 1/\text{ChipRate} \) with fixed chip rate 3.84 Mcps. The autocorrelation function (ACF) of the chip pulse-shaping filter is a raised cosine function given by

\[
R_p(t) = \int_{-\infty}^{\infty} p(t + \tau)p(\tau)d\tau = \frac{\sin(\pi t/T_c) \cos(\pi \alpha t/T_c)}{\pi t/T_c(1 - 4\alpha^2 t^2/T_c^2)}.
\]

(6.1)

We assume that the spreading factor is \( N \), with \( N = 16 \) in HSDPA and the total number of active users in the cell is \( K \). The user-symbol-dependent complex spreading sequence is \( \{c_{k,j}(j)\}_{j=0}^{N-1} \) for user \( k \)’s symbol \( i \), which is the element-wise multiplication of the user’s OVSF code and the scrambling code of the cell. The elements of this sequence take values of \( (\pm 1 \pm j)/2 \). The OVSF codes are mutually orthogonal and scrambling codes are pseudo-random. The spreading waveform is denoted by

\[
a_{k,i}(t) = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} c_{k,j}(j)p(t - jT_c).
\]

The energy of each spreading waveform per symbol is normalized to unity

\[
\int_{-\infty}^{\infty} |a_{k,j}(t)|^2 dt = 1, \ 0 \leq k \leq K - 1 \text{ and } i \in \mathbb{Z}.
\]

The symbol energy for user \( k \) is PSK modulation and denoted by \( E_k \). Each user’s complex data symbol is denoted by \( s_k(i) \), whose amplitude is normalized to be one. The symbol period is given by \( T_s = NT_c \). The transmitted signal for user \( k \) can be
expressed as

\[ x_k(t) = \sqrt{E_k} \sum_{i=-\infty}^{\infty} s_k(i) a_{k,i}(t - iT_s) \]

\[ = \sqrt{E_k} \sum_{i=-\infty}^{\infty} s_k(i) \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} c_{k,i}(j) p(t - jT_c - iT_s). \]

The baseband equivalent transmitted signal \( x(t) \) is the sum of the signals for all users

\[ x(t) = \sum_{k=0}^{K-1} x_k(t). \]

The baseband equivalent impulse response of the multipath channel is modeled as

\[ g(\tau) = \sum_{l=0}^{L-1} g_l \delta(\tau - \tau_l), \]

where \( L \) is the number of significant paths, \( g_l \) is the complex path gain and \( \tau_l \) is the path delay for the \( l \)th path.

The noise process \( n(t) \) models the inter-cell interference plus thermal noise. Such noise process is assumed to be Gaussian with one-sided power spectral density \( N_0 \).

We consider the 0th symbol of user 0. The received signal at the receiver of user 0 is

\[ r(t) = \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} g_l x_k(t - \tau_l) + n(t) \]

\[ = \sum_{k=0}^{K-1} \sqrt{E_k} \sum_{l=0}^{L-1} g_l \sum_{i=-\infty}^{\infty} s_k(i) a_{k,i}(t - \tau_l - iT_s) + n(t). \]

Similar to a RAKE receiver, G-RAKE samples the received signal at different times at the output of the matched filter. For the 0th symbol of user 0, the output at time \( t \) can be expressed as

\[ y(t) = \int_{-\infty}^{\infty} r(\tau) a_{0,0}^*(\tau - t) d\tau \]

\[ = \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} \sum_{i=-\infty}^{\infty} \sqrt{E_k} g_l s_k(i) R_{k,i}(t - iT_s - \tau_l) + \tilde{n}(t), \]
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where

\[
R_{k,i}(t) = \int_{-\infty}^{\infty} a_{k,i}(t + \tau) a_{0,0}^*(\tau) d\tau \\
= \int_{-\infty}^{\infty} \frac{1}{N} \sum_{l=0}^{N-1} c_{k,i}(l)p(t + \tau - lT_c) \sum_{m=0}^{N-1} c_{0,0}^*(m)p^*(\tau - mT_c) d\tau
\]

is the cross-correlation function (CCF) of the spreading waveforms of the \(k\)th user’s \(i\)th symbol and 0th user’s 0th symbol. Defining \(\tau' = \tau - mT_c\) and \(q = m - l\),

\[
R_{k,i}(t) = \frac{1}{N} \sum_{l=0}^{N-1} \sum_{l+q=0}^{N-1} c_{k,i}(l)c_{0,0}^*(l + q)R_p(t + qT_c) \tag{6.2}
\]

\[
= \sum_{q=0}^{N-1} \sum_{l=0}^{N-1-q} c_{k,i}(l)c_{0,0}^*(l + q)R_p(t + qT_c) \tag{6.3}
\]

\[
+ \sum_{q=1-N}^{-1} \sum_{l=0}^{N-1+q} c_{k,i}(l - q)c_{0,0}^*(l)R_p(t + qT_c). \tag{6.4}
\]

The sampling output is the product of a number of discrete-time signals and a single continuous-time correlation function, i.e., the ACF of RRC. Such RRC ACF function can be computed by the analytical form given in Equation (6.1). To further simplify the CCF between the spreading waveforms, we express it as [104]

\[
C_{k,i}(m) \triangleq \begin{cases} 
\sum_{n=0}^{N-1-m} c_{k,i}(n)c_{0,0}^*(n + m), & 0 \leq m \leq N - 1 \\
\sum_{n=0}^{N-1+m} c_{k,i}(n - m)c_{0,0}^*(n), & 1 - N \leq m < 0
\end{cases}
\]

The spreading sequence CCF allows us to capture the cross-correlation of two spreading sequences with time shifts and to simplify Equation (6.4) to

\[
R_{k,i}(t) = \frac{1}{N} \sum_{m=1-N}^{N-1} C_{k,i}(m)R_p(t + mT_c).
\]
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Based on the assumptions that the scrambling codes are random and the channelization codes are orthogonal, we have [104]

\[ C_{k,0}(0) = 0, \quad k \neq 0 \]  
\[ C_{0,0}(0) = N \]  
\[ \mathbb{E}[C_{k,i}(m)C_{k,i}^*(n)] = 0, \quad m \neq n \]  
\[ \mathbb{E}[|C_{k,i}(m)|^2] = \begin{cases} 0, & i = m = 0, \quad k \neq 0 \\ N^2, & i = m = k = 0 \\ N - |m|, & \text{otherwise} \end{cases} \]

The noise process is assumed to be Gaussian and independent of the signal and the intra-cell interference. The noise at the matched filter output is

\[ \tilde{n}(t) = \int_{-\infty}^{\infty} n(t) a_{0,0}^*(\tau - t) d\tau. \]

The ACF of this noise can be expressed as

\[ R_{\tilde{n}}(t_1 - t_2) = \mathbb{E}[\tilde{n}(t_1)\tilde{n}^*(t_2)] = \mathbb{E} \left[ \int_{-\infty}^{\infty} n(t_1) a_{0,0}^*(\tau_1 - t_1) d\tau_1 \int_{-\infty}^{\infty} n^*(t_2) a_{0,0}(\tau_2 - t_2) d\tau_2 \right]. \]

Noise is assumed to be independent of the spreading sequences. We define the normalized noise \( n'(t) = N_0^{-1/2}\tilde{n}(t) \), then the ACF of \( n'(t) \) is

\[ R_{n'}(t_1 - t_2) = \frac{1}{N} \sum_{m=1-N}^{N-1} C_{0,0}(m) R_{\phi}(t_1 - t_2 + mT_c). \]

This ACF depends on the spreading waveform. This is not preferred since the number
of spreading waveforms is large. Therefore, we approximate it by

\[ R_{n'}(t_1 - t_2) = \frac{1}{N} \sum_{m=1-N}^{N-1} \mathbb{E}[C_{0,0}(m)R_p(t_1 - t_2 + mT_c)] \]

\[ = \frac{1}{N} \sum_{m=1-N}^{N-1} N\delta(m)R_p(t_1 - t_2 + mT_c) \]

\[ = R_p(t_1 - t_2) \]

where the expectation is with respect to the realizations of the spreading sequences.

The symbol energy of user \( k \) and the total base station energy per symbol are denoted by \( E_k \) and \( E_s \), respectively. The sampled signal is expressed as

\[ y(t) = \sqrt{E_0}y_d(t)s_0(0) + \sqrt{E_s}y_{II}(t) + \sqrt{N_0}n'(t) \]

where the signal part is expressed as

\[ y_d(t) = \sum_{l=0}^{L-1} g_l R_p(t - \tau_l). \]

The intra-cell interference term, which is the sum of the inter-path interference, the inter-symbol interference and the inter-user interference, is denoted by \( y_{II}(t) \).

With \( J \) matched filter fingers configured in the receiver with decimation performed at different delays \( \{d_0, d_1, \ldots, d_{J-1}\} \), the \( J \) output signals are expressed in a vector form by \( y = [y(d_0), y(d_1), \ldots, y(d_{J-1})]^T \), then

\[ y = \sqrt{E_0}y_ds_0(0) + \sqrt{E_s}y_{II} + \sqrt{N_0}n' \] (6.10)

where \( y_d, y_{II} \) and \( n' \) are defined similarly. For the sake of conciseness, the functional dependence on \( t \) is eliminated.

A linear detector can be expressed as \( z = w^H y \), where \( z \) is the decision statistic and \( w \) is the weight vector characterizing the receive filter. The finger output vector can be written as \( y = hs_0(0) + u \), where \( h = \sqrt{E_0}y_d \) and \( u = \sqrt{E_s}y_{II} + N_0n' \) which are assumed to be jointly Gaussian, then the maximum likelihood detector
for \( s_0(0) \) given the observation \( y \) depends only on the statistic \( z \) with weight vector \( w = \mathbf{R}_u^{-1}h \). Here \( \mathbf{R}_u \) is the ACF of the intra-cell interference plus noise. Thus, the decision statistic becomes

\[
z = w^H y = h^H \mathbf{R}_u^{-1}(h s_0(0) + u). \tag{6.11}
\]

The fact that GRAKE is an optimal maximum-likelihood detector is explicitly shown below. The conditional mean of the received signal random variable is

\[
\mathbb{E}[y|s_0(0)] = hs_0(0)
\]

and its conditional covariance matrix is

\[
\mathbb{E}[(y - \mathbb{E}[y])^H (y - \mathbb{E}[y])|s_0(0)] = \mathbb{E}[(y - hs_0(0))^H (y - hs_0(0))] = \mathbb{E}[u^H u] = \mathbf{R}_u
\]

Therefore, the likelihood function of the received sample can be written as

\[
\mathcal{L}_{s_0(0)}(y) = \frac{1}{(2\pi)^{N/2} |\mathbf{R}_u|^{1/2}} e^{-\frac{1}{2}(y-hs_0(0))^H \mathbf{R}_u^{-1} (y-hs_0(0))}.
\]

The ML detector maximizes the log-likelihood function

\[
\hat{s}_0(0) = \underset{s_0(0)}{\text{argmax}} \mathcal{L}^*(y) = -\frac{N}{2} \log 2\pi - \frac{1}{2} \log |\mathbf{R}_u| - \frac{1}{2} (y - hs_0(0))^H \mathbf{R}_u^{-1} (y - hs_0(0))
\]

\[\Leftrightarrow \underset{s_0(0)}{\text{argmin}} (y - hs_0(0))^H \mathbf{R}_u^{-1} (y - hs_0(0)). \]

Since it can be shown that the quadratic function of \( s_0(0) \) is concave, by putting
6.2. THE GENERALIZED RAKE RECEIVER

The derivative on the objective function with respect to \( s_0(0) \) equal to zero, we have

\[
\frac{d}{ds_0(0)}(y - hs_0(0))^H R_u^{-1}(y - hs_0(0)) = 0
\]

\[\Leftrightarrow \frac{d}{ds_0(0)} [y^H R_u^{-1} y - 2Re(y^H R_u^{-1} hs_0(0)) + h^H R_u^{-1} h s_0^*(0)s_0(0)] = 0
\]

\[\Leftrightarrow 2h^H R_u^{-1} h \hat{s}_0(0) = 2h^H R_u^{-1} y
\]

\[\Leftrightarrow \hat{s}_0(0) \propto h^H R_u^{-1} y.
\]

The last equation is exactly Equation 6.11.

Since the signal, interference, and noise are all uncorrelated,

\[R_u = E_s R_{II} + N_0 R_{n'}.
\]

From Equation (6.10), the ACF of the matched filter output is

\[
R_y(d_1, d_2) = E[y(d_1)y^*(d_2)]
\]

\[= E \left[ \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} \sum_{i=\infty}^{-\infty} \sqrt{E_{k_1} s_{k_1}(i_1) g_{k_1, i_1} R_{k_1, i_1} (d_1 - i_1 T_s - \tau_{i_1})}
\]

\[\times \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} \sum_{i=\infty}^{-\infty} \sqrt{E_{k_2} s_{k_2}(i_2) g_{k_2, i_2} R_{k_2, i_2}^* (d_2 - i_2 T_s - \tau_{i_2})}
\]

\[+ N_0 R_{n'}(d_1, d_2)
\]

Assuming that all symbols are independent and have unit amplitude, and using the properties in Equations (6.7) and (6.8), the first term which is the sum of the signal
ACF and the intra-cell ACF can be expressed as

\[
R_{nn}(d_1, d_2) = \mathbb{E} \left[ \sum_{k=0}^{K-1} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} \sum_{i=-\infty}^{\infty} E_k g_{l_1}g_{l_2}^* R_{k,i}(d_1 - iT_s - \tau_{l_1})R_{k,i}^*(d_2 - iT_s - \tau_{l_2}) \right]
\]

\[
= \sum_{k=0}^{K-1} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} \sum_{i=-\infty}^{\infty} g_{l_1}g_{l_2}^* \mathbb{E} \left[ \frac{1}{N^2} \sum_{m_1=1-N}^{N-1} C_{k,i}(m_1)R_p(d_1 + m_1T_c - iT_s - \tau_{l_1}) \right.
\]

\[
\times \left. \sum_{m_2=1-N}^{N-1} C_{k,i}^*(m_2)R_p^*(d_2 + m_2T_c - iT_s - \tau_{l_2}) \right]
\]

\[
= \sum_{k=0}^{K-1} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} \sum_{i=-\infty}^{\infty} g_{l_1}g_{l_2}^* \frac{1}{N^2} \sum_{m_1=1-N}^{N-1} \sum_{m_2=1-N}^{N-1} \mathbb{E} \left[ C_{k,i}(m_1)C_{k,i}^*(m_2) \right]
\]

\[
\times R_p(d_1 + m_1T_c - iT_s - \tau_{l_1})R_p^*(d_2 + m_2T_c - iT_s - \tau_{l_2})
\]

According to the third property of the aperiodic spreading sequence cross-correlation function, i.e., Equation (6.7),

\[
R_{nn}(d_1, d_2) = \sum_{k=0}^{K-1} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} \sum_{i=-\infty}^{\infty} g_{l_1}g_{l_2}^* \frac{1}{N^2} \sum_{m=1-N}^{N-1} \mathbb{E} \left[ |C_{k,i}(m)|^2 \right]
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1})R_p^*(d_2 + mT_c - iT_s - \tau_{l_2})
\]

Plugging in the fourth property of the aperiodic spreading sequence cross-correlation
function, i.e., Equation (6.8), we obtain

\[
R_{mn}(d_1, d_2) = E_0 \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* R_p(d_1 - \tau_{l_1}) R_p^*(d_2 - \tau_{l_2})
\]

\[
(CASE: i = k = m = 0)
\]

\[
+ \frac{E_0}{N^2} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 + mT_c - iT_s - \tau_{l_2})
\]

\[
(CASE: k = 0, m \neq 0)
\]

\[
+ \frac{E_0}{N} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 - iT_s - \tau_{l_2})
\]

\[
(CASE: k = m = 0)
\]

\[
+ \frac{1}{N^2} \sum_{k=1}^{K-1} E_k \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 + mT_c - iT_s - \tau_{l_2})
\]

\[
(CASE: k \neq 0, m \neq 0)
\]

\[
+ \frac{1}{N} \sum_{k=1}^{K-1} E_k \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{i \neq 0} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 - iT_s - \tau_{l_2})
\]

\[
(CASE: k \neq 0, i \neq 0, m = 0)
\]

It is easy to see that the first term is the autocorrelation function of the signal and that the remaining terms can be combined into

\[
E_s R_{II}(d_1, d_2) = \frac{E_s}{N^2} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 + mT_c - iT_s - \tau_{l_2})
\]

\[
+ \frac{E_s}{N} \sum_{k=1}^{K-1} E_k \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{i \neq 0} (N - |m|)
\]

\[
\times R_p(d_1 + mT_c - iT_s - \tau_{l_1}) R_p^*(d_2 - iT_s - \tau_{l_2})
\]

\[
+ \frac{E_s}{N^2} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|)
\]

\[
\times R_p(d_1 - iT_s - \tau_{l_1}) R_p^*(d_2 - iT_s - \tau_{l_2})
\]

\[
+ \frac{E_s}{N} \sum_{k=1}^{K-1} E_k \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1} g_{l_2}^* \sum_{i=-\infty}^{\infty} \sum_{i \neq 0} (N - |m|)
\]

\[
\times R_p(d_1 - iT_s - \tau_{l_1}) R_p^*(d_2 - iT_s - \tau_{l_2})
\]
Consider the second term at the case when $m = 0$,

\[
E_s R_{II}(d_1, d_2) = \frac{E_s}{N^2} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1}^* g_{l_2} \sum_{i=-\infty}^{\infty} \sum_{m=1-N}^{N-1} (N - |m|) \\
\times R_p(d_1 + m T_c - iT_s - \tau_{l_1}) R_p^*(d_2 + m T_c - iT_s - \tau_{l_2}) \\
= \frac{E_s}{N} \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1}^* g_{l_2} \sum_{j=-\infty}^{\infty} \sum_{j \neq 0} R_p(d_1 + j T_c - \tau_{l_1}) R_p^*(d_2 + j T_c - \tau_{l_2})
\]

where $E_c$ is the base station energy per chip,

\[
E_c = \frac{E_s}{N}
\]

and

\[
R_{II}(d_1, d_2) = \sum_{l_1=0}^{L-1} \sum_{l_2=0}^{L-1} g_{l_1}^* g_{l_2} \sum_{j=-\infty}^{\infty} \sum_{j \neq 0} R_p(d_1 + j T_c - \tau_{l_1}) R_p^*(d_2 + j T_c - \tau_{l_2})
\]

This expression of the G-RAKE weight vector is slightly different from the one presented in [104] but coincide with the expression in [106] and [105].

Since the impairment matrix $R_u$ is positive semi-definite, Cholesky factorization $R_u = LL^H$ can help to interpret G-RAKE as a noise whitening matched filter [107]. Following Equation (6.11) we have

\[
z = \bar{h}^H \bar{h} s_0(0) + \bar{h}^H \bar{u}
\]

Let $\hat{u} = L^{-1} u$ and $\hat{h} = L^{-1} h$, then the decision statistic becomes

\[
z = \hat{h}^H \hat{h} s_0(0) + \hat{h}^H \hat{u}
\]

The ACF of $\hat{u}$ is an identity matrix, meaning that the overall impairment term is whitened. The equivalent weight vector is indeed a matched filter.

The symbol SINR of the G-RAKE receiver can be computed as

\[
\text{SINR}_{\text{GRAKE}} = \frac{w^H h h^H w}{w^H R_u w} = h^H R_u^{-1} h
\]
The symbol SINR for the RAKE receiver is

$$\text{SINR}_{\text{RAKE}} = \frac{(h^H h)^2}{h^H R_u h}$$

From Lemma (1) in [76], combining Cholesky factorization and Cauchy-Schwartz inequality we obtain

$$\frac{\text{SINR}_{\text{GRAKE}}}{\text{SINR}_{\text{RAKE}}} = \frac{h^H R_u h h^H R_u^{-1} h}{(h^H h)^2} \geq 1$$

with equality if and only if $R_u^{-1} = R_u$ and the selected weight vector for G-RAKE maximizes the symbol SINR.

### 6.3 GRAKE Parameter Estimation

In previous sections the elements of the impairment cross-correlation matrix have been derived, assuming perfect estimation of the channel characteristics, such as path gains and path delays. However, in real circumstances estimation errors cannot be avoided. For legacy purposes the GRAKE receiver uses similar approach as the RAKE receiver to estimate the channel characteristics through pilot channels. Methods to compute the impairment cross-correlation matrix through pilot channels for WCDMA system are discussed in this section [106].

In a GRAKE receiver that is aligned with a pilot channel, the finger output vector for the $k$th symbol is

$$y_p(k) = h_p s_p(k) + u.$$  

Assuming, as in the RAKE receiver, that $h_p$ is estimated as $\hat{h}_p$, a short-term sample covariance estimate, or so called sample window based estimate, can be obtained from the pilot channel based on

$$R_u^{ST} \triangleq \frac{1}{W} \sum_{w=1}^W (s_p^*(w)y_p(w) - \hat{h}_p)(s_p^*(w)y_p(w) - \hat{h}_p)^H, \quad (6.12)$$

where $W$ is the window length in terms of symbols. Equation 6.12 can also be written
as

\[ R_{u}^{ST} = \alpha R_{I}^{ST} + \beta R_{n'}^{ST}, \]

or in an equivalent vector-matrix form as

\[
\begin{bmatrix}
  r_{u,1}^{ST} \\
  \vdots \\
  r_{u,J^2}^{ST}
\end{bmatrix} = \begin{bmatrix}
  r_{I,1}^{ST} & r_{n,1}^{ST} \\
  \vdots & \vdots \\
  r_{I,J^2}^{ST} & r_{n,J^2}^{ST}
\end{bmatrix} \begin{bmatrix}
  \alpha \\
  \beta
\end{bmatrix}
\]

(6.13)

where \( r_{u,i}^{ST}, r_{I,i}^{ST}, \) and \( r_{n,i}^{ST} \) for \( 1 \leq i \leq J^2 \) are reshaped elements of \( R_{u}^{ST}, R_{I}^{ST}, \) and \( R_{n'}^{ST} \), respectively.

More accurate estimate can be acquired by larger sample window size and convergence of the estimate can be reached when the training sequence is long enough. However, a careful observation may potentially reduces the number of symbols in training phase in order to make the matrix estimate converge. The elements involved in Equation (6.13) have different properties. Parameters \( \alpha, \beta \), and \( R_{n'}^{ST} \) change much slower than \( R_{I}^{ST} \). A possible approach to improve the estimate with the same size of the sample window is to employ this prior information to tune and constrain the changing speed of the parameters. Using the least square method gives

\[
\begin{bmatrix}
  \alpha \\
  \beta
\end{bmatrix} = \begin{bmatrix}
  r_{I,1}^{ST} & r_{n,1}^{ST} \\
  \vdots & \vdots \\
  r_{I,J^2}^{ST} & r_{n,J^2}^{ST}
\end{bmatrix}^{-1} \begin{bmatrix}
  r_{u,1}^{ST} \\
  \vdots \\
  r_{u,J^2}^{ST}
\end{bmatrix}.
\]

Now based on this observation, the slow varying feature of \( \alpha \) and \( \beta \) can be utilized by a smoothing filter, such as a one-order exponential filter

\[
\alpha(j) = \lambda \alpha(j - 1) + (1 - \lambda) \alpha(j)
\]

\[
\beta(j) = \lambda \beta(j - 1) + (1 - \lambda) \beta(j).
\]

The value of the parameter \( \lambda \) reflects the changing speed of \( \alpha \) and \( \beta \) and can be found through empirical approaches.
6.4 Other Types of Linear Equalizations

We begin by defining $C(g)$ as the convolution matrix

$$C(g) = \begin{bmatrix}
g_0 & 0 & \cdots & 0 
g_1 & g_0 & \cdots & 0 
\vdots & \vdots & \ddots & \vdots 
g_{L-1} & \cdots & g_0 & 0 
0 & g_{L-1} & \cdots & g_1 
\vdots & \vdots & \ddots & \vdots 
\vdots & \vdots & \cdots & g_{L-1}
g_0 & 0 & \cdots & 0 
g_1 & g_0 & \cdots & 0 
\vdots & \vdots & \ddots & \vdots 
g_{L-1} & \cdots & g_0 & 0 
0 & g_{L-1} & \cdots & g_1 
\vdots & \vdots & \ddots & \vdots 
\vdots & \vdots & \cdots & g_{L-1}
\end{bmatrix}.$$ 

Then,

$$z_{lc} = a_{0,0}^H W_{lc}^H r$$

$$= a_{0,0}^H W_{lc}^H C(g) \sum_{k=0}^{K-1} a_{k,0} s_k + a_{0,0}^H W_{lc}^H n$$

The LMMSE chip level equalizer in matrix form can be obtained by optimization

$$W_{lc} = \arg\min_W \mathbb{E}[\|W^H r - \sum_{k=0}^{K-1} a_{k,0} s_k(0) E_k\|^2].$$

whose solution can be given as

$$W_{lc} = \left( C(g) \left( \sum_{k=0}^{K-1} E_k a_{k,0} a_{k,0}^H \right) C^H(g) + N_0 I \right)^{-1} C(g) \quad (6.14)$$

Notice that the despreading operation is placed after the chip level equalizer. This indicates that the task of the equalizer is to restore the orthogonality of the channel codes.

If the LMMSE criteria is directly applied on the symbol value estimation, we have

$$W_{ls} = \arg\min_W \mathbb{E}[\|W^H r - s_0(0)\|^2].$$
which yields

\[ \mathbf{W}_{ts} = E_0 \left( \mathbf{C}(g) \left( \sum_{k=0}^{K} E_k \mathbf{a}_{k,0} \mathbf{a}_{k,0}^H \right) \mathbf{C}^H(g) + N_0 \mathbf{I} \right)^{-1} \mathbf{C}(g) \mathbf{a}_{0,0}. \]  

We observe that within a window of length equal to one symbol, the symbol level LMMSE estimate and chip level LMMSE are the same, up to a positive scaling factor.

It can be observed from Equation (6.14) that the spreading sequences of each user and symbol are included inside the expression of the equalizer. This follows from the dependency between consecutive chips and as a result of it the equalizer becomes time varying. This is not desirable due to implementation constraints. In order to prevent such non-stationary estimation, we introduce a simplifying assumption. We assume that the chip values are random and i.i.d., thus approximating the autocorrelation matrix of the chip sequence spreading a single symbol by an identity matrix which is independent with spreading sequences. This is necessary in order to make a stationary equalizer albeit the scrambling codes and spreading codes are deterministic [61].

In chip-level equalization, the multipath channel is equalized at the chip level, which is prior to despreading. Thus the equalizer restores to some extent the orthogonality of channelization codes and suppresses MAI. We can also write the chip level channel model as

\[ \mathbf{r} = \mathbf{h} \mathbf{c}_x + \mathbf{c}_I + \mathbf{n} \]

where \( \mathbf{c}_I \) characterizes the summation of all the interferences and \( \mathbf{n} \) denotes the white noise powers at chip level. Linear chip level estimate of the chip value has the vector form of

\[ \hat{\mathbf{c}}_x = \mathbf{w}_c^H \mathbf{r}. \]

The LMMSE criteria at chip level can be shown to be

\[ \mathbf{w}_{lc} = \underset{\mathbf{w}}{\text{argmin}} \mathbb{E}[\|\hat{\mathbf{c}}_x - \mathbf{c}_x\|^2], \]  

(6.16)
and the LMMSE chip level estimator is obtained by solving Equation (6.16) as

\[ w_{lc} = (E[rr^H])^{-1}h = \left( E_cC(g)C^H(g) + N_0I \right)^{-1}h. \]  

(6.17)

With the simplification introduced earlier, we can call the value computed by de-spreading the LMMSE equalized chip sequence as the estimate of the symbol value.

Similarly, the linear chip level equalizer based on the zero-forcing criteria can be derived as

\[ W_{zc} = C(g) \left( C^H(g)C(g) \right)^{-1} \]

and the matched filter solution (the RAKE receiver) is simply

\[ W_{rake} = C(g). \]

### 6.5 GRAKE and LMMSE-CE Equivalence

The GRAKE and LMMSE-CE equivalence is shown partly in [105]. This section gives a complete and rigid derivation. Linear chip level equalizers and GRAKE receiver can have either a block form or a vector form to be implemented in FIR (linear transversal, tapped-delay-line, non-recursive) filters. The observation we collect at the receiver can be expressed as

\[ z = w^HC^H(a_{0,0})r = (w \otimes a_{0,0})^Hr = a_{0,0}^HC^H(w)r \]

where \( \otimes \) denotes convolution. This explains the relation of the matrix form and vector form of the same equalizer.

In GRAKE receiver \( w = R_u^{-1}h \), if each significant path is selected, then

\[ R_u = E_cC(g)C^H(g) - hh^H + N_0I = K - E_chh^H \]
which, provided that $K$ and $R_u$ are non-singular, results in

$$w = R_u^{-1}h$$

$$= \left( K^{-1} + \frac{K^{-1}hh^H K^{-1}}{E_c^{-1} - h^H K^{-1}h} \right) h$$

$$= \frac{K^{-1}h}{E_c^{-1} - h^H K^{-1}h},$$

where the second equation follows from the binomial inverse theorem, or

$$w = \frac{w_{lc}}{E_c^{-1} - h^H K^{-1}h}, \quad (6.18)$$

where $w_{lc}$ is the chip level LMMSE estimator in Equation (6.17).

Now, since $w^H h = \frac{h^H K^{-1}h}{E_c^{-1} - h^H K^{-1}h} \geq 0$, and $h^H K^{-1}h$ is positive, the denominator in the right hand side of Equation (6.18) is also positive. This shows $w$ and $w_{lc}$ give the same result for detector decision and therefore establishes the equivalence of GRAKE receiver and LMMSE chip level equalizer.

The equalities

$$w^H C^H (a_{0,0}) r = (w \otimes a_{0,0})^H r = a_{0,0}^H C^H (w) r$$

show that despreading the signal in each finger branch is equivalent to despreading signal after been weighted combining and that GRAKE and LMMSE-CE has equivalent structure. It has been shown that under this approximation and using the same finger placement, the weight vectors of GRAKE and LMMSE-CE are equivalent. Furthermore, from the analysis above, we can conclude that the equivalence between GRAKE and LMMSE-CE even without the simplification.
6.6 Finger Placement Algorithms

We have seen that GRAKE and LMMSE-CE are optimal in many aspects when using the same finger placement strategies. The finger placement is shown to be a key factor in determining the system performance [104]. For this reason, a number of finger placement algorithms have recently been proposed, including those employing non-iterative approaches [101] [109] [102] [107]. Some recursive finger placement algorithms have also been developed that perform greedy searches in a $J$ dimensional space [110] which are based on minimizing the non-convex MSE as a function of the finger locations. For channels with fast-time-varying path delays, recursive algorithms are not attractive due to their complexity. In this section we present a new non-iterative solution for the finger placement.

6.6.1 The Greedy Search Algorithm

We suppose that the finger locations are constrained in bounded spaces and use mean square error as our optimization criteria. If the search space is defined as $[a, b]$ for every finger, the whole search space for $J$ fingers is $[a, b]^J$. In [110] an algorithm is proposed that considers the MSE as a function of $J$ finger locations as $\text{MSE}(t_1, t_2, \ldots, t_J)$. First $L$ fingers are set aligned to the channel paths. The finger location $t_{L+1}$ is chosen in $[a, b]$ to minimize MSE while fixing $t_1, \ldots, t_L$. Finger location $t_{L+2}$ is chosen to minimize MSE while fixing $t_1, \ldots, t_{L+1}$. All other finger locations are chosen in the same fashion until $t_J$ is found. Since the computation of MSE involves matrix inversion, the matrix inversion lemma for partitioned Hermitian matrix can be used to reduce the computational complexity [88].

6.6.2 GRAKE Symmetric Placement Algorithm

This finger placement strategy is based on the following facts and analysis [102]. Let us consider two extreme cases. The first case corresponding to when only inter-cell interference is present. In this case, if the inter-cell interference is assumed to be white and Gaussian, RAKE receiver can have a closed-form optimal finger placement strategy. The reason is that in this case the optimal receivers that maximize signal
power, maximize the likelihood function, or minimize the MSE are equivalent and their common implementation is simply the RAKE receiver, which places fingers on the delays of the most significant incoming paths. In the second case we assume that only intra-cell interference is present. We recall that in this case chip level equalizers cannot utilize the orthogonality of the OVSF codes but they are aware of the path coefficients and delays, as well as the inter-cell noise variance. In this case, the best strategy is to restore the orthogonality of the channel and force the inter-chip interference to be zero by inverting the channel. This way, the interuser interference is totally canceled. Since there is no inter-cell noise, the problem of noise-enhancement for zero-forcing equalizer will not be an issue.

To clarify this point, we present an example. We define \( \tau \) and \( \tau + \Delta \tau \) as two path delays of a two-path channel. In this case, channel inverse filter has to be IIR or can be approximated by an FIR filter with a large number of fingers with delays set at \( \tau, \tau + \Delta \tau, \tau + 2\Delta \tau, \tau + 3\Delta \tau, \ldots \). This can be visualized by the FIR matrix representation using the pseudo-inverse of the channel matrix. For example, assume that the path search procedure has a time resolution of \( T_c \), equal to the chip duration, and the channel has two paths with path gains 3 and 1 at delays 0 and 2\( T_c \) respectively, i.e., the channel matrix is

\[
H_1 = \begin{bmatrix}
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 3 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.
\]

The left pseudo-inverse matrix \( H_1^{-1} \) is then

\[
H_1^{-1} = \begin{bmatrix}
0.3333 & 0 & 0.0001 & 0 & -0.0004 & 0 & 0.0012 & 0 & -0.0037 & 0 \\
-0.1110 & 0 & 0.0001 & 0 & -0.0004 & 0 & 0.0012 & 0 & -0.0037 & 0 \\
0.0366 & -0.1110 & 0 & 0.0001 & 0 & -0.0004 & 0 & 0.0012 & 0 & -0.0037 \\
0 & 0.0366 & -0.1097 & 0 & 0.0014 & 0 & -0.0041 & 0 & 0.0122 & 0 \\
-0.0110 & 0 & 0.0329 & -0.1097 & 0 & 0.0014 & 0 & -0.0041 & 0 & 0.0122 \\
0 & -0.0110 & 0 & 0.0329 & -0.0988 & 0 & 0.0123 & 0 & -0.0370 & 0 \\
-0 & 0 & 0.0329 & -0.0988 & 0 & 0.0123 & 0 & -0.0370 & 0 & 0 \\
0 & 0 & 0 & 0.0329 & -0.0988 & 0 & 0.0123 & 0 & -0.0370 & 0 \\
\end{bmatrix}.
\]

If the channel matrix is

\[
H_2 = \begin{bmatrix}
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 7 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 7 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]
then

\[
H_2^{-1} = \begin{bmatrix}
0.1428 & 0 & 0 & 0.0002 & 0 & 0 & -0.0009 & 0 & 0 & 0.0031 & 0 \\
0 & 0.1428 & 0 & 0 & 0.0002 & 0 & 0 & -0.0009 & 0 & 0 & 0.0031 \\
0 & 0 & 0.1420 & 0 & 0 & 0.0031 & 0 & 0 & -0.0107 & 0 & 0 \\
-0.00405 & 0 & 0 & 0.1419 & 0 & 0 & 0.0033 & 0 & 0 & -0.0116 & 0 \\
0 & -0.00405 & 0 & 0 & 0.1419 & 0 & 0 & 0.0033 & 0 & 0 & -0.0116 \\
0 & 0 & -0.0375 & 0 & 0 & 0.1312 & 0 & 0 & 0.0406 & 0 & 0.0408 \\
0.0107 & 0 & 0 & -0.0375 & 0 & 0 & 0.1312 & 0 & 0 & 0.0408 & 0 \\
0 & 0.0107 & 0 & 0 & -0.0375 & 0 & 0 & 0.1312 & 0 & 0 & 0.0408 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

From above examples we notice an interesting characteristic of the pseudo-inverse of the Toeplitz multipath channel matrix. To be more specific let us define the main diagonal as the diagonal with index 0 and the index increases by 1 every time the diagonal shift toward right hand side one element and by \(-1\) every time the diagonal shift toward left hand side one element. The channel matrix \(H_1\) has constant diagonals at diagonal 0 and \(-2\) and \(H_2\) has constant diagonals at 0 and \(-3\). The indices of non-zero diagonals of \(H_1^{-1}\) are 0, \(\pm 2\), \(\pm 4\), \(\pm 6\) and 8. The common spacing (2) in indices of these non-zero diagonals equals to the spacing of those in the channel matrix. Similarly, when the channel matrix has spacing 3 in \(H_2\) case, the common index spacing of the non-zero diagonals of \(H_2^{-1}\) becomes 3 accordingly. This specifies the finger locations of the equalizer for this two-path channel, i.e., to place fingers symmetrically around the first path and the common spacing between consecutive fingers to be set equal to the time difference of the two paths. Further investigation in [102] from empirical study shows that the diagonal indices closer to 0 have higher weights. Therefore, available fingers are placed in the FIR matrix representation starting from 0 diagonal to locations that corresponding to diagonals with larger absolute value of indices until the finger pool is exhausted. Detailed but ad-hoc algorithm of this finger placement strategy, which covers cases when channels have multiple paths with different delays, can be found in the literatures related to GRAKE receiver. For instance, according to the above design considerations, if we have a channel that has path delays as 0, \(T_c\), 2\(T_c\), 3\(T_c\), the candidate delay set is constructed as \([-6, -4, -3, -2, -1, 0, 1, 2, 3, 4, 5, 6]T_c\).

More details on this method can be found in [111] and [112].
6.6.3 The Maximum Weight Placement Algorithm

In this section we introduce a new finger placement strategy that tries to approximate a MMSE IIR filter using a block matrix FIR equalizer.

In a ZF equalizer, the block form of the equalizer satisfies $W_z^H C(g) = I$ such that the decision statistic

$$z_{zf} = a_{0,0}^H W_z^H C(g) \sum_{k=0}^{K-1} a_{k,0} s_k(0) = s_0(0).$$

Linear transversal implementation of this inverse channel filter requires infinite taps [111]. However, a finite length ZF FIR equalizer can approximate this inverse [112] [113]. In order to orthogonalize the channel, the equalizer has to allocate weights according to the mutual spacing of the paths. Suppose there are only two paths with delays $t_1$ and $t_2$, the ZF FIR equalizer needs to put fingers at the delays of these two paths, as well as delays at $(t_1 + kt_2)$ where $k = 0, \pm 1, \pm 2, \pm 3, \ldots$. This is due to the structure of the inverse of a Toeplitz matrix [114]. From the analysis on these two extreme cases it is shown that, when ignoring colored interference, in order to maximize signal power and therefore SINR, RAKE receiver can be used and optimal finger locations are on the path delays. On the other extreme, when ignoring the white noise, in order to nullify the chip interference and interuser interference, fingers should be placed on the path delays and their mirror locations to approximate inverse channel filter, based on which most proposed finger placement algorithms in the current literature about GRAKE implementation are designed. However, neither algorithms is optimal when both white noise and colored interference are present. Adaptive algorithms have been developed to fill the gap between real implementation and the performance bound using gradient greedy search, however, when the number of fingers is large, the required computational load is very high.

The proposed finger placement is based on the LMMSE-CE block form equalizer with above simplification

$$W_{lc} = \left( E_c C(g) C^H(g) + N_0 I \right)^{-1} C(g). \quad (6.19)$$

Assuming a two-path channel with path delays 0 and $T_c$ and the sampling rate of the
RRC filter is $R_o$, the time resolution between two consecutive elements of $g$ becomes $T_c/R_o$ seconds. The proposed finger placement follows the following steps.

- The discrete channel delay-coefficient vector $g$ is constructed in such a way that two complex channel coefficients are inserted into $g$ at the first and $R_0+1$ elements respectively and zeros elsewhere.

- The block form equalizer $W$ is calculated based on Equation (6.19). Diagonals of this matrix are labeled in the fashion used in the last section, i.e., the main diagonal has index 0 and the index increases by 1 if the diagonal shift toward right hand side.

- The weight function of a diagonal is denoted by $\alpha_i$, where $i$ is the diagonal index. This weight function $\alpha_i$ can be defined in many ways but one simple example is to use the average of the absolute value of each element on this diagonal, i.e.,

$$\alpha_i^1 = \frac{1}{N_i} \sum_{j=1}^{N_i} |d_i(j)|,$$

where $d_i(j)$ denotes the $j$th element of the diagonal vector $d_i$ and $N_i$ is the number of elements of the diagonal $i$. Or $\alpha_i$ can be defined as the norm of the diagonal vector divided by the size of the diagonal vector, i.e.,

$$\alpha_i^2 = \frac{1}{N_i} \sum_{j=1}^{N_i} (d_i(j))^2.$$

Both weight functions can differentiate the significance of the diagonals.

- Sort the diagonal indices based on their weights. The first $J$ diagonals are those whose corresponding delays constitute the proposed Maximum Weight Placement (MWP) delay vector.

Note that in this way, it is possible that the fingers are not placed at the path delays. For example, one path with large path gain may cause this algorithm to choose finger locations based solely on this path and ignore the existence of other less significant paths. However, this behavior is expected since in this case placing fingers to mitigate
the interference caused by the strong paths is more helpful to increase SINR than just matching fingers with weak paths.

It is easy to verify from Equation (6.19) that when the ACF of the impairment matrix $R_u$ is approximately a scaled identity matrix, indicating the interferences and noise are close to white, this algorithm results in the finger locations that coincide with the path delays. When there is little white noise presents, the resulting $W$ converges to the ZF equalizer and the fingers will be placed at the same locations suggested by the ZF equalizer.

### 6.7 Simulation Results

We have simulated the proposed MWP algorithm in a WCDMA/HSDPA environment. The chip rate is 3.84 Mcps and the spreading factor is $N = 16$. The modulation scheme is QPSK. The scrambling code generation is based on the downlink as described in [103]. Totally $K = 5$ users are active in the cell with relative energy per symbol distributed as $[3, 2, 1, 4, 5]$. The first element in this sequence is the energy per symbol of the user of interest. The total base station energy per symbol is 15. The RRC filter employed here has a roll-off factor of $\alpha = 0.22$ and over sampling rate is $R_o = 8$. The multipath channel in this simulation has $L = 4$ paths with relative path gains $[0, -3, -6, -9]$ dB. The delays of these path gains are then normalized to $[0, 290, 621, 981] \times 10^{-9}$ s, which results in $[0, 9, 19, 30]$th samples. Maximum Doppler frequency shift is 200Hz. The path coefficients and delays are assumed perfectly known at the receiver. The maximum number of available fingers is $J = 8$. We have used Simulink to carry out these simulations. The performance of MWP with 8 fingers is compared with 8-finger GRAKE and 4-finger RAKE receivers in terms of symbol error probability. In Figure 6.1 the symbol error probability curve at different SNR ($E_b/N_0$) values shows that the MWP algorithm outperforms the other two techniques. Both MWP and GRAKE achieve the same diversity order but MWP has about 1 dB power gain over the performance of GRAKE with limited added computational complexity due to a sparse matrix inversion.
Figure 6.1: Error probability performance with finger placements: RAKE, GRAKE, and MWP
6.8 Conclusions

In this chapter, equalization of spread spectrum signals in slow fading multipath channels is discussed. Particularly, in contrast to the widely used RAKE receiver, the generalized RAKE receiver (GRAKE) is introduced. The implementation issues in real spread spectrum communication systems are illustrated. We show that the GRAKE receiver can be interpreted as a noise whitening filter, and therefore, the SINR of RAKE receiver is a lower bound to the SINR of the GRAKE receiver.

Furthermore, after a brief analysis of LMMSE and other equalizers, the equivalence of GRAKE receiver and the LMMSE chip level equalizer is proved. This equivalence is established under a number of assumptions and a broad range of circumstances.

A preliminary assumption for the equivalence is that both GRAKE receiver and LMMSE chip level equalizer use the same finger placement strategy. Finger placement strategy has a significant impact on the equalizer performance. A novel finger placement strategy, MWP, is proposed in this chapter. This strategy, following similar track of MMSE equalization, balances the signal energy and the noise and interference energy at the finely placed fingers. Simulation results show that MWP has advantages on error rate performance over traditional finger placement algorithms and can be implemented with affordable computational complexity.
Chapter 7

Future Work

In this chapter we are going to present some future possibilities that extend the work of this thesis.

In Chapter 2, we have proposed a linear precoding technique for MIMO broadcast channels that bridges the gap between the channel capacities achieved by channel inversion based and the matched filter based techniques. This technique, i.e., the Coordinated Interference-Aware Beamforming (CIB), works for flat-fading channels and any number of transmit antennas, any number of users and any number of receiver antennas. Although not optimal, it achieves a large region of the sum-capacity and features a low computational complexity. Chapter 3 extends CIB in multiple-antenna frequency-selective spread spectrum channel case. Both applications of CIB assumes perfect CSIT and CSIR. In reality, CSI suffers from estimation errors. Moreover, when CSIT needs to be acquired from the receiver sides, quantization errors also affect the performance. Therefore, in order to implement CIB in these cases, the performance degradation in systems where CSI has errors has to be investigated. The way how the performance degrades with the channel estimation error helps to determine the method and parameters of the channel estimation function. When quantization error presents, the performance degradation with respect to this error should be used to find right quantization order. Therefore, necessary adjustment in the CIB algorithm in the presence of channel estimation error can be made to improve the performance in those cases. Similarly, improvement can be extended to the technique proposed in Chapter 3 too.
For the EDLP technique proposed in Chapter 4, the provided equations for computation of perturbation vector apply for the case when we have spatial multiplexing order equals to 2 and modulation scheme 4-QAM. We can extend the EDLP to systems that can support and demand for higher spatial dimensions and higher modulation rates.

In Chapter 5 we have come up with a low complexity precoding scheme using BDZF and EDLP. However, the perturbation vectors used are optimal for each individual user, instead of for the overall system. We conjecture that using a technique based on the block channel matrix and the optimal perturbation vector for each user, to correct the final perturbation that minimizes the overall transmitted power can achieve the full diversity order for each data stream.
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