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We have carried out high-resolution Compton scattering measurements from two single crystals of Be ([00.1] and [11.0]), together with highly accurate all-electron first-principles computations of the profiles within the band theory framework. The Compton data were collected using a newly constructed crystal spectrometer at a record momentum resolution varying between 0.023 and 0.032 a.u. (full width at half maximum) with 8 keV x rays from a synchrotron source. Although the overall shapes of the measured and computed spectra are in good accord, the fine structure in the data shows significant discrepancies with respect to the local density approximation based theoretical predictions. In particular, several features in the observed spectra are substantially broader than the computations, indicating the importance of electron correlations and other effects in analyzing momentum densities and Compton profiles from solids. [S0163-1829(96)02132-7]

I. INTRODUCTION

Inelastic scattering of x rays at large momentum transfers, usually referred to as Compton scattering, constitutes a powerful spectroscopy of the ground state electronic structure of materials. In the case of metals, the Compton technique offers unique possibilities as a direct probe of Fermi surface (FS) signatures and correlation effects in the electron momentum density. However, progress in this regard has been limited by the fact that the necessary experimental resolution has been lacking. Since Fermi momenta are typically of order 1 a.u., a high momentum resolution — of < 0.1 a.u. or better — is essential for delineating FS features. The recent advent of synchrotron sources has made it possible to construct spectrometers$^{1,2}$ capable of resolutions of this order, throwing open new opportunities for the application of the Compton scattering technique.

We want to emphasize that the Compton scattering spectroscopy should be viewed as being complementary to other relevant Fermi surface spectroscopies such as de Haas–van Alphen (dHvA), two-dimensional angular correlation of annihilation radiation (2D-ACAR), and angle-resolved photo-emission, since each technique possesses its own relative advantages and disadvantages. Compton spectroscopy does not suffer from the requirement of extremely pure samples (dHvA, 2D-ACAR), low temperature (dHvA), positron electron correlation (2D-ACAR), or surface sensitivity (photo-emission). On the other hand, in the Compton scattering all the electrons are contributing to the scattering cross section and the profile is related to one-dimensional projection of the momentum density.

Most of the existing Compton spectrometers are based on the measurement of the energy spectrum of the scattered photons via various types of position sensitive detectors. In contrast, our approach is to vary the energy of the incident beam, holding the energy of the scattered beam fixed, allowing us to use an extreme backscattering geometry for the analyzer crystal minimizing the source size effects. Additionally, such a setup possesses the advantage that we can collect data in any specific momentum range and thus focus selectively on interesting spectral details. The final Compton profile is studied on a momentum scale $p_z$ which is uniquely determined for a given scattering angle by the incident and scattered photon energies. Therefore it does not make any fundamental difference which one of these energies is varied in order to obtain the Compton profile. Recently, a spectrometer suitable for Compton scattering studies has been constructed along these lines at the National Synchrotron Light Source (NSLS).$^{4,5}$ This spectrometer is capable of delivering a momentum resolution of about 0.02 a.u., approximately five times better than the best earlier experiments, although at the ~8 keV beam energy available at the NSLS, one will be limited to investigations of valence electrons in relatively low Z materials. A similar spectrometer is also under commissioning at the European Synchrotron Radiation Facility (ESRF), Grenoble. We note that the idea of scanning the energy of the incident rather than the scattered photons was first employed by Schülke and Nagasawa,$^6$ although their main interest was the analysis of collective excitations (plasmons) and the dynamic structure factor in the low and the intermediate momentum transfer regime.

This article reports results of experiments carried out at NSLS to demonstrate the high resolution of the new Compton spectrometer. Data from two Be single crystals with surface normals along the [00.1] and [11.0] directions are pre-
sented, and analyzed with the help of corresponding highly accurate all-electron computations within the band theory framework. Be is a good test case for exploring solid state effects because as many as half of its electrons are involved in bonding; in fact, the Be Compton spectra are well known to exhibit one of the largest anisotropies among the elemental solids. In addition, x-ray diffraction, neutron diffraction, and the earlier Compton scattering data from Be have shown that the contribution of the 1s electrons to the charge density is anomalous.7–9

Previous momentum density experiments on Be have involved the use of conventional x-ray sources,10 synchrotron radiation,11 γ rays,12 as well as positron annihilation.13 On the theoretical side, computations of the Compton profiles (CP’s) based on pseudopotentials11 and the self-consistent-field linear combination of atomic orbitals (SCF-LCAO) method14 have been reported. We emphasize, however, that much of this earlier theoretical as well as experimental work on Be does not possess sufficient resolution to permit a serious discussion of fermiology-related issues which clearly require an analysis of fine structural details in the CP’s.

An outline of this article is as follows. The introductory remarks in Sec. I are followed by experimental and theoretical details in Secs. II and III, respectively. Section IV presents and discusses the main results concerning the CP’s. Section V gives a brief summary with some concluding comments.

II. EXPERIMENT

The experiments were carried out on the high resolution inelastic scattering beamline X21 (Ref. 5) at the National Synchrotron Light Source (U.S.A.). The radiation from the multipole wiggler source was monochromatized and focused horizontally using a cylindrically bent triangular Si [220] crystal with an asymmetry angle of 19°, operated in the Rowland circle geometry; no vertical focusing element was used. The energy bandwidth of the incident beam was about 0.7 eV at 8 keV, the resolution being limited by the source size (finite length of the insertion device). The beam possessed a focal size of 0.2 mm horizontal × 10 mm vertical with a monochromatic flux at the sample of about 2×10^11 photons/s.

Since the simple relationship of the scattering cross section to the ground state momentum profile is only true at large momentum transfer15,16 the experiment was carried out at a scattering angle of 160°. This is the maximum angle permitted by the physical position and size of the vacuum chamber. The analyzer was based on a spherically bent Si [444] crystal operated in the Rowland circle geometry as close as possible to backscattering. The analyzer possessed a radius of 1 m (realized by gluing the crystal to a spherical glass mold.17) A circular analyzer crystal area with a diameter of 67 mm was used in these measurements. The contribution of the analyzer to the total energy resolution of 0.8 eV was about 0.3 eV and limited by the source size (beam size at the sample) and imperfections in the bend. Various elements of the spectrometer (sample, analyzer crystal, and detector) were placed in a horizontal scattering plane.

The photons from the analyzer were measured with a standard NaI detector. The background level, obtained by misplacing the detector from the focus, was less than 0.1 counts/s. The incident photon flux changes due to electron beam decay; further, the changes are energy dependent as a result of the spectral bandwidth of the insertion device and the monochromator reflection properties. Therefore the incident flux was monitored by measuring current from an air-filled ionization chamber, corrected for air absorption (∝E^{-3}) and ion production (∝E) efficiency. The validity of this procedure was further confirmed by comparing the ion chamber results with the scattering cross section obtained from a thin amorphous foil with a NaI detector over the full scanning range. In this respect, scanning the incident instead of the scattered photon energy possesses a clear advantage because the overall efficiency of the system can be measured and the data corrected reliably as a function of energy. With position sensitive detectors and dispersive optics, on the other hand, the efficiency correction is always more complicated.

One potentially serious drawback of scanning the incident rather than the scattered photon energy should be noted. A ‘‘glitch’’ in the measured CP appears whenever the scattering vector satisfies the diffraction condition for the sum of two lattice vectors because the resulting multiple scattering Bragg peak causes the change of the effective flux at the sample. We have taken special care to avoid such glitches in the present measurements. For this purpose, an ionization chamber was placed behind the sample and the transmission spectra were recorded simultaneously with the incident energy scan. The orientation of the sample was then tweaked slightly in a direction perpendicular to the scattering plane to search for an optimal position which avoids the glitches. This procedure should be successful more generally because even if all the glitches turn out to be unavoidable, the locations where they occur can be identified.

The samples were single crystals of Be. Two different orientations with surface normals along [00.1] and [11.0] were used. The [00.1] crystal was 2 mm thick in the shape of a rectangle 15 mm (width) × 10 mm (height). The [11.0] crystal was 2.9 mm thick in the shape of a cylinder of 20 mm diameter. The crystal thickness was chosen to be smaller than the absorption length for Be at these energies (1/mu~5 mm) so that the multiple scattering effects in the sample as well as the effective source size for the analyzer were reduced. In order to avoid sample degradation due to oxidation, and also to reduce background associated with air scattering, the crystals were retained in an evacuated can with thin kapton windows during the measurements. The orientation of each sample was checked carefully after mounting in the sample stage by indexing some Bragg reflections using a phosphor screen. In actual measurements the sample was turned to be in a symmetric reflection geometry (∝E_{in}=\theta_{out}=80°). Note that the scattering vector lies along the surface normal only at the elastic line. Over the full scanning range (430 eV), the scattering vector deviates by about half a degree from the surface normal. However, this is negligible compared, for example, with the angular resolution (more than 3°) associated with the finite size of the analyzer crystal.

In typical Compton experiments where photons of energy \omega_1 and momentum \mathbf{q}_1 are scattered into photons of energy \omega_2 and momentum of \mathbf{q}_2 (h=1) the energy shift \omega=\omega_1−\omega_2 is given roughly by \omega=q^2/2m+q·p/m where
FIG. 1. Energy spectrum (raw data) from a polycrystalline Be sample having thickness of 250 μm. The elastic line is at 7920 eV. In the actual measurement from single crystal samples only data on the high energy side were collected.

\[ \mathbf{q} = \mathbf{q}_2 - \mathbf{q}_1 \] and \( \mathbf{p} \) is the value of the electron’s momentum in its ground state. In our case \( q = 2q_1 = 4p_F \) (\( p_F \) is the Fermi momentum of Be) and \( q^2/2m = 140 \text{ eV} \). A typical energy spectrum is shown in Fig. 1. The spectra were obtained by scanning the incident photon energy for a fixed scattered photon energy (7920 eV) at the analyzing crystal Bragg angle of 86.9°. The incident energies were scanned from 8160 eV, to 8347 eV, which corresponds to the momentum range of \(-0.05 \text{ a.u.} \) to \( 1.51 \text{ a.u.} \) on the high energy loss side of the CP. The choice of the high energy loss side of the profile allows us to avoid the fine structure related to the Be K edge at \( \omega = 112 \text{ eV} \) (\( = -1.13 \text{ a.u.} \)). Of course there is still a slowly varying \( 1s \) contribution present which gives a rather uniform background. However, in the difference profile between two different crystal orientations this contribution cancels out.

The spectra were collected with a step size of 0.5 eV (0.004 a.u.), the measurement time per point being 10 s. The count rate at the Compton peak was about 500 counts/s. For each crystal direction eight separate spectra were collected, yielding a total of \( 4 \times 10^4 \) counts at the peak, and the associated statistical accuracy of 0.5%. At high momenta where the count rates were lower, the statistical accuracy was 1.1%. The total number of counts in the profile between 0 and 1.5 a.u. was about \( 10^7 \). Between separate scans the position of the elastic line was checked for possible energy drifts, but changes observed were less than 0.1 eV in all cases. In order to examine the possible presence of glitches and drifts as well as the validity of our normalization procedure, the eight normalized spectra for each orientation were compared to each other and found to be identical within the experimental statistics.

The summed spectrum for each crystal orientation was corrected for sample, air, and kapton window absorption which varied only by a few percent over the full scan range. The spectrum was then transformed to the momentum (\( p_z \)) scale using a standard relativistic formula.\(^{19}\) No background subtraction was performed since, as already noted above, the background level in our experiment was insignificantly low. The fact that, at this stage, after all the corrections, the areas under the profiles for two independent crystals used were essentially the same, gives further confidence in our data handling procedures. Finally, the experimental spectra were renormalized so that the total area between 0 and 1.5 a.u. equals that under the corresponding theoretical profiles (1.59 electrons).

The multiple scattering events for our measurement were computed using a Monte Carlo simulation; for the two samples used in the experiment, this contribution is estimated to be about 7% and 9% (integrated over the full profile).\(^{19,20}\) We expect these estimates to be overestimates since the simulation does not properly take into account the fact that the analyzer crystal effectively detects photons scattered only into a very narrow solid angle from a small irradiated volume. An effort to better model our experimental situation by modifying the existing multiple scattering codes is in progress.\(^{19}\) For present purposes, the important point, however, is that the multiple scattering events give a rather smooth, slowly varying background to the single scattering profile. Therefore their inclusion has little effect on the anisotropies and the derivatives of the Compton profiles which are our main concern here. For these reasons, we have chosen not to correct the final Compton profiles given in this article for multiple scattering effects.

III. THEORY

The present computations are based on the all-electron charge self-consistent Korringa-Kohn-Rostoker (KKR) methodology.\(^{21}\) The crystal potential is assumed to possess a nonoverlapping muffin-tin form, i.e., the potential is spherically symmetric within the muffin tins and constant (zero) outside. The exchange-correlation effects are incorporated within the von Baré–Hedin\(^{22}\) local density approximation. As a prelude to the CP calculations, the band structure problem was solved to a high degree of self-consistency (energy bands, Fermi energy, and crystal potential converged to about 1 meV) for the hcp Be lattice (\( a = 4.3289 \text{ a.u.} \), \( c = 6.7675 \text{ a.u.} \)). Using the converged potential, the electronic wave functions were then obtained over 1800 ab initio \( \mathbf{k} \) points in the irreducible 1/24th of the Brillouin zone (BZ).

This basic data set permits an efficient evaluation of the electron momentum density \( n(\mathbf{p}) \) over a \( 24 \times 1800 \times 183 \) \( \mathbf{p} \)-point mesh extending to about 5.0 a.u.; here each \( \mathbf{k} \) point is translated via reciprocal lattice vectors to obtain \( n(\mathbf{p}) \) at 183 \( \mathbf{p} \) points; the factor of 24 takes the symmetry of the lattice into account.

The CP along any direction may be computed by integrating \( n(\mathbf{p}) \) over a series of planes corresponding to different momentum transfers \( p_z \) along the surface normal. Care is necessary in carrying out these two-dimensional integrals since \( n(\mathbf{p}) \) varies rather slowly with momentum and possesses sharp structures arising from FS crossings. For this purpose, we have developed highly vectorized computer codes applicable to general lattices using the tetrahedral method of Lehmann and Taut.\(^{23}\) Results for [001] and [110] CP’s of Be have been obtained on a momentum mesh varying from 0.01 a.u. to 0.05 a.u., and are accurate to a few parts in \( 10^3 \). The total number of valence electrons is reproduced correctly to one part in \( 10^3 \) by the theoretical CP’s over the range 0–5 a.u. The Lam-Platzman correction\(^{24}\) to the CP’s is
included based on the occupation number density for the uniform electron gas. Finally, we note that the overall shape and anisotropy of our CP’s is consistent with the earlier theoretical CP’s of Refs. 11 and 14.

IV. RESULTS AND DISCUSSION

We discuss the momentum resolution of our setup first with reference to Fig. 2. As can be seen from the figure the resolution varies slightly within our scanning range and is about 0.028 a.u. at the Be Fermi break. The total resolution was estimated by adding quadratically the partial contributions resulting from energy resolutions $\Delta \omega_1$ and $\Delta \omega_2$ of the incident and scattered photons, respectively, and the uncertainty $\Delta \theta$ in the scattering angle due to the finite size of the crystal analyzer. In this connection, the partial derivatives $\partial \rho_z/\partial \omega_1$, $\partial \rho_z/\partial \omega_2$, and $\partial \rho_z/\partial \theta$ were evaluated via exact analytical formulas. For our experiment, approximate formulas often used in the literature (see, e.g., Ref. 25) are not applicable, and yield, in particular, the contribution from $\Delta \theta$ which is too small roughly by a factor of 2 (see Appendix). Note that for experiments using dispersive optics with position sensitive detectors, the momentum resolution is dominated by the energy resolution. In contrast, with low energies and a relatively large size of the analyzer crystal, the momentum resolution in our case is dominated by the angular resolution (see Fig. 2) and could be improved significantly by slitting down the analyzer crystal opening at the expense of the count rate. Although we have chosen a rather large analyzer solid angle to achieve better statistics, a mosaic analyzer crystal with a relatively poor energy resolution (say ~2 eV) would significantly increase detection efficiency with little degradation of the overall momentum resolution.

Before discussing the CP’s, it will be helpful to recall that the FS of Be (Refs. 10 and 26) is well known to consist of two sheets, namely, the holelike “coronet,” and the electronlike “cigars” (see Figs. 10–12 of Ref. 26 for illustrations of these FS sheets). With two atoms per hcp unit cell and two valence electrons per atom, Be contains four electrons per unit cell which can in principle be accommodated in two full bands. In the actual system, however, the third band is partially occupied, yielding the cigars, leaving an equal number of holes in the second band corresponding to the coronet.

The directional CP’s are presented in Fig. 3. The overall shape of the [00.1] and [11.0] directions are compared with the corresponding resolution broadened theoretical profiles (solid lines). An appropriately normalized free-electron parabola combined with the theoretical core profile is also shown (dashed). The statistical error in the experimental data is smaller than the size of the plotting symbol.
Ref. 10, and also Fig. 4 of Ref. 12.) These remarks help explain some of the differences in the shapes of \( J_{001} \) and \( J_{110} \) in Fig. 3. For example, \( J_{001} \) decreases relatively rapidly near \( p_z = 0 \) because here we are essentially intersecting the free-electron distribution. (The small rise in \( J_{001} \) near \( p_z = 0 \) is a subtle FS effect.) On the other hand, \( J_{110} \) is quite flat for small momentum values since in this case we are integrating \( \rho(p) \) in a vertical plane where the occupied area is little changed until one reaches the \( K \) point in the corner of the second BZ.

In a recent high-resolution Compton study of Li (see Fig. 1 of Ref. 28), the measured CP’s along the three principal directions were found to be lower than the corresponding band theory computations at low momentum transfers. Interestingly, Fig. 3 does not show such a discrepancy between theory and experiment. This result could, however, be an artifact since our measurements extend only up to about 1.5 a.u. whereas the core contribution extends to much higher momenta.

Then the core contribution could be separated from the total CP, allowing a more satisfactory comparison between theory and experiment at low momenta where the shape of the CP is dominated by the valence electrons.

Figure 5 considers the anisotropy \( \Delta J = J_{001} - J_{110} \), and provides further insight into the behavior of CP’s. In this way, as the isotropic parts of the profiles are removed, one is better able to focus on the structure in the CP’s. The shape of \( \Delta J \) is thus insensitive to the details of a number of uncertainties inherent in comparing theory and experiment; notably among these are (i) data analysis, in particular, background subtraction and absorption correction discussed in Sec. II above; (ii) the contribution from the 1s core which is isotropic even though it appears to be asymmetric in Be as a function of momentum transfer; (iii) multiple scattering contribution which also does not possess any noticeable directional dependence. However, even an isotropic contribution can influence the amplitude of \( \Delta J \) indirectly via the normalization of the profile.

Figure 5 shows that the characteristic oscillations of the measured \( \Delta J \) curve are reproduced quite well by the theory, including the asymmetric shape of the peak at about 0.8 a.u., and the dip around 0.4 a.u. Since all profiles are normalized similarly, the area under \( \Delta J \) is zero, and \( \Delta J \) is expected to possess an oscillatory behavior. The amplitudes of the theoretical and experimental curves in Fig. 5 are similar for extrema around \( p_z = 0 \) and \( p_z = 0.4 \) a.u. Notably, around \( p_z = 0 \), theory predicts a small decrease while the experiment shows an increase; this effect arises from a dip at \( p_z = 0 \) in the computed [001] CP, which is present also in the computations of Ref. 11. The theoretical anisotropy is, however, more pronounced for extrema around \( p_z = 0.8 \) a.u. and 1.0 a.u. and may reflect electron correlation effects, a point to which we return below. Incidentally, our data are consistent with the lower-resolution earlier Compton data of Loupias et al.1

It is necessary to take derivatives of the CP’s in order to enhance and identify Fermi surface related structure in the data. Straight numerical differentiation is not sensible since with our statistics the high frequency noise becomes unacceptable. Smoothing of the data by averaging over multiple bins is also not appropriate as it would lead to a loss of resolution. We have empirically settled down to take derivatives via Fourier transform with simultaneous low-pass filtering. We have used a cosine shaped filter where the cutoff frequency corresponds to 0.04 a.u.

Figure 6 considers the first derivatives of the CP’s. The unbrodened theory curves (dotted) display a number of FS features marked by various letters. A detailed analysis shows
that along [11.0], the structure $A$ at $\approx 0.4$ a.u. arises from cigar sheets, the broad feature $B$ around 0.55 a.u. from a combination of coronets and cigars, while the sharp dip $C$ at about 1 a.u. is due to the surface of the cigar in the third BZ around the $K$ point in the basal plane. Along [00.1], $D$ and $E$ at about 0.1 a.u. and 0.5 a.u., respectively, mark the vertical dimensions of the coronets and the cigar; the prominent dip $F$ is not a FS feature but is related to the position of the top surface of the second BZ along [00.1], where, as we pointed out in connection with Fig. 4 above, the momentum density decreases rapidly.

Important for the present comparison between theory and experiment in Fig. 6 are the smoothed theoretical derivative spectra (thin solid); these curves include the effect of experimental resolution broadening in the computation, and have been processed in a manner identical to that used in obtaining the smoothed experimental derivatives (thick solid) via a low-pass filter as indicated before in the text. By comparing the dotted and thin solid curves, we see that the broadening and filtering process essentially washes out all features in the theoretical spectra except $F$ and $C$. It is clear, therefore, that the combination of resolution and statistics employed in this experiment is not adequate for observing features $A$, $B$, $D$, and $E$.

Turning to features $F$ and $C$, $F$ is observed clearly in the experimental [00.1] CP, but the width of $F$ in the experimental curve is larger than theory. On the other hand, no clear dip corresponding to $C$ in the [11.0] data is discernible.\textsuperscript{29} This may indicate that $C$ suffers a rather large intrinsic broadening in the actual system. Note that since $C$ arises from electron pockets of fairly small cross section in the basal plane, $C$ may be rather sensitive to the crystal orientation. In any event, high-resolution, high statistics Compton measurements on Be and other relatively simple systems should give insight into these questions, in addition to allowing the possibility of observing the aforementioned FS signatures $A$, $B$, $D$, and $E$. In Be, it will be best to measure the Compton profile along a direction in the basal plane where the FS cutoff is sharp and unencumbered by the presence of nearby gaps or other delicate band structure features (with reference to Fig. 4, bottom panel, [10.0] direction appears to be a good candidate).

Figures 3, 5, and 6 all show that the features at 0.9 a.u. in the (001) and 1 a.u. in the (110) spectrum are clearly narrower in the theory compared to the experiment. In a recent high-resolution Compton study of Li, Sakurai et al.\textsuperscript{28} report a similar smearing of the FS features, and suggest that this discrepancy originates from electron correlation effects beyond the LDA approximated in the standard band theory based treatment of the CP’s. Other mechanisms that may play a role in this regard are the breakdown of the impulse approximation especially for relatively low recoil energies,\textsuperscript{30} and possible electron-phonon effects. Further work to pin down the origin of this discrepancy should prove most interesting.

V. SUMMARY AND CONCLUSIONS

In summary, we have reported high-resolution Compton scattering measurements in Be together with corresponding highly accurate first-principles all-electron computations within the band theory framework. These are results of experiments carried out on the newly developed crystal spectrometer at the Brookhaven light source which is capable of a record momentum resolution [full width at half maximum (FWHM)] of 0.02 a.u. Compton profiles from two single crystals with surface normals along the (00.1) and [11.0] directions are presented and discussed. The overall shapes of the experimental directional profiles $J_{001}$ and $J_{110}$, the anisotropy $J_{001}/J_{110}$, as well as the first derivatives of the spectra are in reasonable accord with the theoretical predictions. More important in connection with fermiology related issues, however, is the fine structure in the data, and in this regard there are significant discrepancies between the theory and experiment. In particular, several features in the observed spectra are substantially broader than the computations, reflecting presumably the effects of electron correlations beyond the local density approximation (LDA), and possibly also the breakdown of the impulse approximation, and other mechanisms. Further, a theoretically predicted feature associated with the cigar Fermi surface sheet is not observed in the measured spectra. We comment on these points, and suggest that a higher statistics Compton study of Be will be valuable. The present work clearly demonstrates that the high-resolution Compton technique constitutes a useful tool for investigating fermiology related issues in materials.
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APPENDIX

The exact formula for the partial derivative relative to the scattering angle $\theta$ is

\[
\frac{\partial p_\gamma}{\partial \theta} = \frac{m c \omega_1 \omega_2^2 [\omega_1^2 + \omega_2^2 - \omega_1 \omega_2 + m c^2 (\omega_1 - \omega_2) - \omega_1 \omega_2 \cos \theta] \sin \theta}{m c^2 (\omega_1^2 + \omega_2^2 - 2 \omega_1 \omega_2 \cos \theta)^{3/2}}.
\] (A1)

At the limit $\omega_1 \approx \omega_2$ this leads to the approximative formula (2) in Ref. 25 which is not valid in our case.