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Abstract

Quantum channels are functions that map density matrices to density matrices. They can be used to describe a vast array of system environment interactions for quantum mechanical systems. The focus in quantum information theory lies on the study of the information content – the quantum entropy – of input and output system. The property of how much information a channel can convey is called capacity. When two quantum channels are combined they act on a bigger, possibly entangled state in parallel. The effects of entanglement on the capacity of a pair of channels have been widely studied. Still, recent work showed unexpected behavior. Hastings [33] found that the capacities of two channels to transmit classical information does not simply add, but can exceed the sum of the individual quantum capacities, a property called superadditivity. We study Hastings’ work and find estimates for how large the dimensions of such channels would have to be. The question of capacity relates to the behavior of quantum channels in extremal cases, when the output entropy is minimized. It is natural to wonder about the "standard" behavior of quantum channels and consider their average output entropy. We have studied this behavior in particular in cases where many relatively simple quantum channels act in parallel. When combining quantum channels in parallel, the parts of the system evolve independently of each other – up to entanglement – and only interact with the environment. Expanding on this idea one can think of a system where the parts not only interact with the environment but also directly with each other, a quantum channel network. Interesting cases of such systems arise naturally in the study of large biological molecules. In this case, information is often transmitted via energy pulses. Thus, the study of entropy and the study of energy overlap. Of particular interest to us are antennas in photo-active systems, they absorb light energy and transports it to a chemical reaction site. Recently, it has been discovered in the FMO molecule [24] that this process evolves coherently, i.e. shows quantum oscillatory behavior. We study such quantum channel networks and how they can be approximated by kinetic networks. When considering the transport efficiency, this helps separating possible coherent effects from incoherent hopping.
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Chapter 1

Introduction

A quantum channel offers a very general way to describe the interaction of a quantum system with the environment. First, the input state, or initial state, is paired with the environment, assumed to be in a fixed, initialized state. Then the combined system undergoes a unitary transformation, which can be considered as the time evolution for a given duration, and mixes and entangles the two parts. Finally, the environment is “averaged over”, giving the output state. The output state represents all the information that is accessible to direct measurements of the system. In quantum information theory, one compares the entropy of input and output, a measure of how much information is needed to describe the state, or conversely, how much information can be stored in the state. Hence, the quantum channel is also a channel of communication.

In this dissertation we employ a large variety of quantum channels. In Chapter 2 we define a randomly chosen quantum channel and its “mirrored version”, both acting on very high dimensional input states. We describe how the two channels, used in parallel with entangled input states, can transmit information better than each channel used separately. This property is called superadditivity. In Chapter 3 we study the average output entropy for quantum channels, a measure of the average “noisiness”. We achieve explicit results for channels acting on qubits, two-dimensional quantum systems. Considering many copies of these channels in parallel, the results simplify further, and give some nice connections to other properties of the channels. Finally, in Chapter 4 the input and output system is a whole network of quantum systems. These networks are modeled after proteins found in plants and bacteria that transport energy in the form of electronic excitations. They are of primary interest in chemistry and biophysics research, but have recently gained the interest of the quantum computing community, which is interested in the networks quantum coherent properties. For these quantum networks we find a new approximation that helps improve the understanding of the relationship between coherent and non-coherent evolution.
In the following sections we give further introduction and background for the topics covered in Chapters 2-4.

### 1.1 Entropy

The concept of entropy was developed in the search to quantify how much of the heat in a heat engine can be converted to useful mechanical energy, or work. The first significant insight is due to Sadi Carnot, who described an idealized version of a heat-work engine, now called the Carnot cycle [14]. This cycle offers an unambiguous way to account for the heat and work that the system exchanges with the environment. The crucial idea contained in the Carnot cycle was extracted by Rudolf Clausius in formulating an infinitesimal law for the change in a quantity he called entropy [17]. As long as the system undergoes smooth, reversible changes the law allows to calculate the systems entropy. While the entropy does relate in a crucial way to the work a system can provide, it became a more fundamental object of study by its own.

When considering turbulent, fast changing or dissipative processes, like friction and temperature relaxation, the assumption of smooth, reversible changes does not apply. One can still find the change in entropy for such processes by considering a reversible process with the same initial and final states. For a closed system – completely isolated from the environment – this assessment shows that the entropy stays constant for reversible processes, while it *always increases* for irreversible processes. The entropy is a measure of how likely a system state is, and for closed systems the states of highest entropy are the most probable states.

A better understanding of this puzzling quantity was gained when scientists considered the microscopic nature of the system, i.e. the speed and locations of the individual particles making up a gas, liquid or solid. Naturally, one does not know all the information about every particle in a system containing billions of them. However, given a few macroscopic variables like temperature, volume, etc. and knowing the microscopic laws, one can *count the number of possible states* a system can take. This way, Ludwig Boltzmann formulated the famous statistical definition of entropy [10]

$$S_B = k \cdot \ln W$$  \hspace{1cm} (1.1)

where $k$ is a constant and $W$ is the number of possible microscopic states the system can attain given the (macroscopic) restrictions. With this definition it is obvious that entropy is not only a quantity that points us in the direction of more likely states, but it also represents the amount of *lack of information* we have about the system. One condition on this law is the assumption that the system is in any of the $W$ possible states with equal probability. Especially in quantum mechanics this assumption is often not valid, and a system
takes on different states $|\psi_i\rangle$ with different probabilities $p_i$. In this case we can think of an ensemble of $N$ systems where $N$ is a large number. Then the law of large number states that with very high probability $p_iN$ subsystems are in the state $|\psi_i\rangle$. Naturally there are many possibilities of choosing which of the $N$ systems takes on which state, while still having a total of $p_iN$ subsystems in state $|\psi_i\rangle$. All these possibilities are called *typical states* of the ensemble, and they all occur with equal probability

$$P = p_1^{p_1N} \cdot p_2^{p_2N} \cdots$$

Hence, if we consider the ensemble as a whole new system, virtually every state it takes on is a typical state and has equal probability $P$ and we again achieve the condition used in (1.1). Therefore, averaging out over the number of subsystems, we find a generalized form of (1.1) to calculate the entropy

$$S_B = \frac{1}{N} \cdot k \cdot \ln(1/P)$$

$$= -k \cdot \sum_i p_i \ln p_i.$$  

(1.2)

In 1948, Shannon published “a mathematical theory of communication” providing the fundamentals of information theory [64]. He studied channels for information transmission by assuming they output the letter $i$ with probability $p_i$. Comparing to our ensemble of systems this corresponds to thinking of a subsystem as an unknown output of the channel, and of the probabilities for different states as the probabilities of the output being a specific letter. Amazingly, it is just the idea of typical sequences, the analogue to the typical states mentioned above, that allowed him to make rigorous statements about how much a sequence of letters can be compressed, how much information can be transmitted through a noisy channel and other questions. Consequently the Shannon entropy

$$H = -\sum_i p_i \ln p_i$$

figures prominently in all of information theory, and is the same as (1.2) up to the Boltzmann factor $k$. Informally, $H$ represents the amount of information one gains on average when reading one letter output by the channel, or equivalently, it represents the amount of uncertainty about the next letter that is output by the channel.

In quantum information theory, we consider the quantum analogue of $H$, the von Neumann entropy, which gives the information content of a quantum ensemble given as a density matrix $\rho$ [54]

$$S(\rho) = -\text{Tr} \rho \ln \rho.$$  

(1.3)
This entropy has a generalization, the Renyi entropy $S_r(\rho)$, where $r$ is a positive real. In some cases the Renyi entropy \[59\] is easier to use for analytical work, and it coincides with the von Neumann entropy when $r$ is one

$$S_1(\rho) = S(\rho).$$

In Chapter 2 we will exclusively work with the von Neumann entropy, and in Chapter 3 we will use the Renyi entropy for $r \geq 1$.

### 1.2 Channel capacity and additivity

Quantum channels are functions that map density matrices to density matrices. They can be thought of as wires that transmit quantum systems. In the wire the system may interact with the environment, thus getting entangled or being partially measured by this environment. At the output the state of the environment is considered inaccessible, thus introducing (additional) uncertainty about the state of the system.

For information theorists the quantum channel is the quantum version of a classical data channel. One focal point of research concerns the ability of the channel to transport information – the capacity – when subject to various kinds of environment noise. There are several such capacities useful in different transmission scenarios \[36\]. The one we are most concerned with is the ability to transmit classical information through a quantum channel, the Holevo capacity \[37\].

When using classical channels in parallel the capacity of the combined channel capacity is obtained by adding the two capacities of the individual channels, this property that is called additivity. In the case of quantum channels additivity of the capacity to transmit classical information has been proven to be equivalent to the additivity of the minimum output entropy \[35\]. For a quantum channel $A$ the minimum output entropy is defined as

$$S_{\text{min}}(A) = \min_{|\phi\rangle \in \mathcal{H}_A} S[A(|\phi\rangle\langle\phi|)]$$

where the minimum is over pure input states $|\phi\rangle\langle\phi|$, and $S$ is the von Neumann entropy \[13\]. When considering two channels in parallel we write $A \otimes B$. If $A$ operates on density matrices in $\mathcal{H}_A$ and $B$ operates on density matrices in $\mathcal{H}_B$ then $A \otimes B$ operates on density matrices in $\mathcal{H}_A \otimes \mathcal{H}_B$. Additivity of the minimum output entropy is

$$S_{\text{min}}(A \otimes B) \geq S_{\text{min}}(A) + S_{\text{min}}(B).$$

The minimum over pure states in $S_{\text{min}}(A \otimes B)$ includes product states $|\phi_A\rangle \otimes |\phi_B\rangle$ but also entangled states. The entangled states have no classical analogue, and therefore they might yield a lower minimum, breaking
additivity.

1.3 Counterexamples to additivity

One of the earliest counterexamples to an additivity question was found over a decade ago [23], and pertains to the additivity of coherent information transmission. It is a product of the depolarizing channel defined below in (1.4). For the case of classical information transmission through quantum channels the picture looked different for some time, as additivity was proved for several sets of channels. In particular, the capacities of depolarizing channels, of entanglement breaking channels and unital channels were proven to be additive [45]. On the other hand, counterexamples were found in the case of the Renyi entropy $S_r$ for $r > 1$ [35, 69]. But the fact that these examples break down for the most relevant case $r = 1$, where the Renyi entropy equals the von Neumann entropy, left the possibility open that additivity might be true in that case.

However, in 2009, Hastings published a proof showing the existence of counterexamples to additivity [33] for $r = 1$. The proof uses channels of the form

$$A(\rho) = \sum_i p_i U_i^\dagger \rho U_i$$

where $U_i$ is a unitary and $0 \leq p_i \leq 1$, $\sum_i p_i = 1$. Such channels can be chosen randomly, by drawing $U_i$ and $p_i$ from some random distribution. For the right choice of random distribution a nice relationship to random matrix theory arises. Hastings uses some unconventional bounds on this standard construct, and proves that in the limit of large dimension some (in fact most) of the randomly chosen quantum channels are superadditive. In Chapter 2 we make a detailed study of this proof, translating it into rigorous mathematical language. Furthermore, we find some lower bounds on how large the dimension has to be, so that superadditivity might be achieved.

1.4 Average output entropy of quantum channels

In 1.2 we introduced the minimum output entropy of quantum channels $S_{\text{min}}$, and mentioned how it relates to the channel capacity. In the work of Chapter 3 we take a different approach to the study of quantum channels by regarding the average output entropy of quantum channels. We start with a pure system – a system that is in a single state and has entropy equal zero –, then we send the system through the channel, where it becomes entangled with the environment. After averaging out the environment the system is mixed
and has positive entropy. By inputting any possible pure state and averaging the output entropy we measure the “average noisiness” of the channel. Explicitly, we try to calculate the value of

\[ \bar{S}_r(A) = \mathbb{E}[S_r(|\phi\rangle\langle\phi|)] \]

where \( S_r \) is the Renyi entropy, and where \( \mathbb{E} \) is the average over pure input states \( |\phi\rangle \).

It is hard to analyze this quantity directly, instead we find a closely related property \( \beta_r \) with

\[ \bar{S}_r(A) \geq \beta_r(A), \]

which – using random matrix theory methods – we can write in closed form. The expression we find can easily be extended to quantum channels in parallel \( A \otimes B \) and in particular \( A^{\otimes n} \). This make some features of the channel more expressed, we take the limit \( n \to \infty \) for the expression \( \bar{S}_r(A^{\otimes n}) \) and \( \beta_r(A^{\otimes n}) \) and call it \( \bar{S}_r^{\text{reg}}(A) \) and \( \beta_r^{\text{reg}}(A) \) respectively. This approach is similar to statistical physics where one often considers the limit of large systems with infinitely many degrees of freedom.

We make a specific analysis of two groups of channels. First, we consider a subset of entanglement breaking channels (EBC). An entanglement breaking channel paired with any other channel will break the entanglement of input states, i.e. the output will always be a separable density matrix – the density matrix analogue to product states. For some EBC, we can prove that

\[ \bar{S}_r^{\text{reg}}(A) = \beta_r^{\text{reg}}(A) = \log d \]

i.e. a pure input gets completely mixed with the environment with probability 1.

Second, we consider the depolarization channel

\[ \Delta_\lambda(\rho) = \lambda \rho + (1 - \lambda) \frac{1_d}{d} \]  \hspace{1cm} (1.4)

where \( 1_d \) is the unit matrix in \( d \)-dimensional space. One way to think of this channel is, that with probability \( \lambda \) it passes the input to output completely unaffected and with probability \( (1 - \lambda) \) it replaces the state with the completely mixed state \( \frac{1_d}{d} \). In two dimensions, the states can be considered to be an ensemble of spin-1/2 particles, then the channel \( \Delta_\lambda \) simply scales the polarization \( \vec{d} \) – the average spin – by a factor of \( \lambda \), hence its name. We consider this channel for \( 0 \leq \lambda \leq 1 \), which yields a function \( \lambda \to S_r^{\text{reg}}(\Delta_\lambda) \). We prove that this function is non-analytic, in fact, it is constant for \( \lambda \leq 1/3 \) just the region where \( \Delta_\lambda \) is entanglement breaking, but for \( \lambda > 1/3 \) the function decreases and reaches 0 when \( \lambda = 1 \). This is reminiscent of a
continuous order parameter that is constant for one phase of a system and starts to vary, non-analytically, at the phase transition.

1.5 Photosynthesis

The research presented in Chapter 4 was motivated by quantum networks that arise as parts of biological cells. Here we give a general introduction to these quantum networks, before presenting recent research in the next section.

Plants and some bacteria have the ability to absorb light and convert it to chemical energy. This process called photosynthesis is vital to most lifeforms on earth and consequently has been studied by researchers for centuries. Light from the sun is absorbed by molecules called pigments. Because these molecules are usually only able to absorb part of the visual spectrum, they appear colored. The most prominent are the green chlorophyll, the blue to purple bacteriochlorophyll, and the orange carotene.

In 1932 it was discovered [5] that up to 2400 chlorophyll molecules are required to produce a single oxygen molecule, showing that photosynthesis is not accomplished by single molecules but rather by large, complex structures. This and other experiments are explained by the idea that the large complex captures light as excitations, which then are “funneled” across the complex to a site where the chemical reaction occurs [30]. Today, the pigments and proteins involved in the process are well known, however the geometric structure of some proteins and how proteins are located with respect to each other, is still up to some debate [1].

The antenna structure catching the photon is called chlorosome and consists of a protein scaffolding holding 10-1000 pigments. The pigments absorb a photon and become electronically excited. This excitation, which is usually localized on a few pigments, jumps between pigments via a dipole-dipole interaction, this process is called Förster Resonance Energy Transfer (FRET) [25] [8]. Ultimately, the excitation is transferred to another protein-pigment complex, the reaction center, where the chemical conversion, employing several oxido-reduction reactions, occurs.

The process of transfer does not always succeed. The quantum efficiency of transfer is the probability that an absorbed photon reaches the reaction center before it is lost due to other processes. The maximum photosynthetic energy conversion efficiency for plants was calculated to be 6% [72]. This is even less than currently sold solar cells which usually achieve efficiencies between 10-20% and can reach as high as 42.3% [31]. However, the probability for an already absorbed photon to cause a redox reaction, and consequently the quantum efficiency of transfer, is close to 100% [9]. This renders the process of energy transfer in these complexes an interesting object of study not only for researchers but also the industry.
1.6 Energy transfer in the Fenna-Matthews-Olson (FMO) complex

The FMO complex consists of three proteins wrapping seven bacteriochlorophyll molecules each. It acts as a mediator between the chlorosomes and the reaction center in green sulfur bacteria [68]. Because of its small size relative to other protein-pigment complexes it provides a simple model system for both experimentalists and theorists. It was the first complex for which the three-dimensional structure was fully determined by X-ray crystallography [52]. This allows the determination of the interaction strength and site energies [1].

In cases of weak interaction Förster derived a rate of transfer that a hybrid of theoretical predictions and measured absorption and emission spectra, this approach has very successfully applied to describe many experiments. However, it does not capture any coherent, oscillatory population transfer that can occur when the interaction is strong.

However, in 2007, experiments measuring the initial evolution of excitons showed that populations oscillate [55, 24], showing that Förster’s rate is not the appropriate description in this case. Instead, one needs to consider the system of pigments as a coherent quantum network, where the exciton can travel in a wavelike fashion. It was speculated that this coherent evolution might help increase the transfer efficiency, and various approaches of modeling the quantum network were made [12, 43, 17, 22]. Besides chemists and biological physicists, the phenomenon also captured the interest of the quantum information community, because maintaining and utilizing coherence is the central prerequisite for achieving quantum computation.

Because of the complexity of the pigment-protein interaction, one is confronted with the choice between massively simplified models that allow some analytical understanding, and complex models that can only be simulated on computers, giving little guidance to explaining phenomena. Two similar models of the former nature surprisingly showed that the energy transfer efficiency is increased by the noisy interaction with the environment [58, 56]. In a sense, these models define a quantum channel that acts on the entire quantum network of pigments. In a subsequent paper, these models of quantum networks were approximated by using kinetic networks, giving an analytical insight into parameter values optimal for transfer efficiency [13].

In Chapter 4 we find a new kinetic network that is a much closer approximation to the model of [58]. We then provide a mathematical analysis of the two kinetic networks and the quantum network by finding rigorous bounds for the differences in transfer efficiency. In particular we find the limit where the approximation becomes exact. We further study both approximations in some generic cases and compare the results to simulations, confirming our analytic findings.
Chapter 2

Comments on Hastings’ Additivity Counterexamples

Abstract

Hastings [32, 33] recently provided a proof of the existence of channels which violate the additivity conjecture for minimal output entropy. In this paper we present an expanded version of Hastings’ proof. In addition to a careful elucidation of the details of the proof, we also present bounds for the minimal dimensions needed to obtain a counterexample.

2.1 The additivity conjectures

The classical capacity of a quantum channel is the maximum rate at which classical information can be reliably transmitted through the channel. This maximum rate is approached asymptotically with multiple channel uses by encoding the classical information in quantum states which can be reliably distinguished by measurements at the output. In general, in order to achieve optimal performance, it is necessary to use measurements which are entangled across the multiple channel outputs. However it was conjectured that product input states are sufficient to achieve the maximal rate of transmission, in other words that there is no benefit in using entangled states to encode the classical information. This conjecture is closely related to other additivity conjectures of quantum information theory, as will be explained below. Recently Hastings [32] disproved all of these additivity conjectures by proving the existence of channels which violate the additivity of minimal output entropy. The purpose of this paper is to present in detail the findings of Hastings’ paper, and also to find bounds for the minimal dimensions needed for this type of counterexample.
We begin by formulating the various additivity conjectures. The Holevo capacity of a quantum channel \( \Phi \) is defined by

\[
\chi^*(\Phi) = \sup_{\{p_i, \rho_i\}} \left( S\left( \sum_i p_i \rho_i \right) - \sum_i p_i S(\Phi(\rho_i)) \right)
\]  

(2.1)

where the supremum runs over ensembles of input states, and where \( S(\rho) \) denotes the von Neumann entropy of the state \( \rho \) (here and throughout the paper \( \log \) denotes the natural logarithm):

\[
S(\rho) = -\text{Tr} \rho \log \rho
\]  

(2.2)

The classical information capacity \( C(\Phi) \) is known\(^{37, 63}\) to equal the following limit:

\[
C(\Phi) = \lim_{n \to \infty} \frac{1}{n} \chi^*(\Phi^\otimes n)
\]

It has been a longstanding conjecture that the classical information capacity is in fact equal to the Holevo capacity:

\[
\boxed{\text{Conjecture 1}} \quad C(\Phi) = \chi^*(\Phi)
\]  

(2.3)

Conjecture 1 would be implied by additivity of \( \chi^* \) over tensor products. This led to the following conjecture: for all channels \( \Phi \) and \( \Omega \),

\[
\boxed{\text{Conjecture 2}} \quad \chi^*(\Phi \otimes \Omega) = \chi^*(\Phi) + \chi^*(\Omega)
\]  

(2.4)

Subsequently a third conjecture appeared, namely the additivity of minimum output entropy:

\[
\boxed{\text{Conjecture 3}} \quad S_{\min}(\Phi \otimes \Omega) = S_{\min}(\Phi) + S_{\min}(\Omega)
\]  

(2.5)

where \( S_{\min} \) is defined by

\[
S_{\min}(\Phi) = \inf_{\rho} S(\Phi(\rho))
\]  

(2.6)

Finally Amosov, Holevo and Werner\(^4\) proposed a generalization of Conjecture 4 with von Neumann entropy replaced by the Renyi entropy: for all \( p \geq 1 \)

\[
\boxed{\text{Conjecture 4}} \quad S_{p,\min}(\Phi \otimes \Omega) = S_{p,\min}(\Phi) + S_{p,\min}(\Omega)
\]  

(2.7)
where $S_{p,\text{min}}$ is the minimal Renyi entropy defined for $p \neq 1$ by

$$S_{p,\text{min}}(\Phi) = \inf_{\rho} S_p(\Phi(\rho)), \quad S_p(\tau) = \frac{1}{1 - p} \log \text{Tr} \tau^p \quad (2.8)$$

In 2004 Shor [65] proved the equivalence of several additivity conjectures, including Conjectures 2 and 3 above. In subsequent work [29] it was shown that Conjectures 1 and 2 are equivalent. The conjectures have been proved in several special cases [22, 3, 12, 26, 44, 45, 47, 48], but recently most progress has been made in the search for counterexamples. This started with the Holevo-Werner channel [69] which provided a counterexample to Conjecture 4 with $p > 4.79$, then more recently Winter and Hayden found counterexamples to Conjecture 4 for all $p > 1$ [35], and violations have since been found also for $p = 0$ and $p$ close to zero [21]. Finally in 2008, Hastings [32] produced a family of channels which violate Conjecture 3, namely additivity of minimal output von Neumann entropy, thereby also proving (via [65] and [29]) that Conjectures 1 and 2 are false.

Following Winter’s idea, the product channels used by Hastings have the form $\Phi \otimes \overline{\Phi}$ where $\Phi$ is a special channel which we call a random unitary channel. This means that there are positive numbers $w_1, \ldots, w_d$ with $\sum_i w_i = 1$ and unitary $n \times n$ matrices $U_1, \ldots, U_d$ such that

$$\Phi(\rho) = \sum_{i=1}^d w_i U_i \rho U_i^*, \quad \overline{\Phi}(\rho) = \sum_{i=1}^d w_i \overline{U_i} \rho \overline{U_i^*} \quad (2.9)$$

These channels are chosen randomly using a distribution that depends on the two integers $n$ and $d$, where $n$ is the dimension of the input space and $d$ is the dimension of the environment. Hastings’ main result is that for $n$ and $d$ sufficiently large there are random unitary channels which violate Conjecture 3, that is

$$S_{\text{min}}(\Phi \otimes \overline{\Phi}) < S_{\text{min}}(\Phi) + S_{\text{min}}(\overline{\Phi}) \quad (2.10)$$

This result also allows a direct construction of channels which violate Conjectures 1 and 2, as we now show. Using results from the paper [29], the inequality (2.10) implies that the additivity of minimal output entropy does not hold for the product $\Phi' \otimes \Phi'$, where $\Phi' = \Phi \oplus \overline{\Phi}$. In addition, as shown in the paper [27], there is a unital extension of $\Phi'$, denoted $\Phi''$, such that the additivity of minimal output entropy does not hold for $\Phi'' \otimes \Phi''$, and such that

$$S_{\text{min}}(\Phi'' \otimes \Phi'') = 2 \log D - \chi^*(\Phi'' \otimes \Phi'')$$

where $D$ is the dimension of the output space for $\Phi''$. Thus $\Phi''$ provides a counterexample for Conjecture 2,
and
\[ \lim_{k \to \infty} \frac{1}{2k} \chi^*((\Phi'')^{\otimes 2k}) > \chi^*(\Phi''). \]

Therefore, the classical capacity of \( \Phi'' \) does not equal its Holevo capacity, and this provides a counterexample for Conjecture 1.

One key ingredient in the proof is the relative sizes of dimensions, namely \( n >> d >> 1 \), where \( n \) is the dimension of the input space, and \( d \) is the dimension of the environment. Recall that in the Stinespring representation a channel is viewed as a partial isometry from the input space \( \mathcal{H}_{in} \) to the product of output and environment spaces \( \mathcal{H}_{out} \otimes \mathcal{H}_{env} \), followed by a partial trace over the environment. The image of \( \mathcal{H}_{in} \) under the partial isometry is a subspace of dimension \( n \) sitting in the product \( \mathcal{H}_{out} \otimes \mathcal{H}_{env} \). Making the environment dimension \( d \) much smaller than the input dimension \( n \) should guarantee that with high probability this subspace will consist of almost maximally entangled states. For such states the output entropy will be close to the maximal possible value \( \log d \), and therefore the minimal entropy of the channel should also (hopefully) be close to \( \log d \). At the same time the product channel \( \Phi \otimes \Phi \) sends the maximally entangled state into an output with one relatively large eigenvalue, and thus one might hope to find a gap between \( S_{\text{min}}(\Phi \otimes \Phi) \) and \( S_{\text{min}}(\Phi) + S_{\text{min}}(\Phi) \). Turning this vague notion into a proof requires considerable insight and ingenuity. In this paper we focus on the technical aspects of Hastings’ proof. Some of the estimates and inequalities derived in this paper are new, but all the main ideas and methods are taken from [32].

The paper is organized as follows. In Section 2 we define notation and make a precise statement of Hastings’ results. In Section 3 we present some background material on probability distributions for states and channels. In Section 4 we ‘walk through’ the proof of Hastings’ Theorem, stating results where needed and delineating the logic of the argument. In Section 5 we give the proofs of various results needed in Section 4 and elsewhere. Section 6 discusses different aspects of the proof and possible directions for further research. The Appendix contains the derivation of some estimates needed for the proof.

### 2.2 Notation and statement of results

We will mostly avoid Dirac bra and ket notation, although it will be used in Sections 2.5.1 and 2.5.5.
2.2.1 Notation

Let $\mathcal{M}_n$ denote the algebra of complex $n \times n$ matrices. The identity matrix will be denoted $I_n$, or just $I$.

The set of states in $\mathcal{M}_n$ is defined as

$$S_n = \{ \rho \in \mathcal{M}_n : \rho = \rho^* \geq 0, \ Tr \rho = 1 \}$$

The set of unit vectors in $\mathbb{C}^n$ will be denoted

$$\mathcal{V}_n = \{ z = (z_1, \ldots, z_n)^T \in \mathbb{C}^n : z^*z = \sum_{i=1}^{n} |z_i|^2 = 1 \}$$

Every unit vector $z \in \mathcal{V}_n$ defines a pure state $\rho = zz^*$ satisfying $\rho^2 = \rho$. The set of unit vectors $\mathcal{V}_n$ is identified with the real $(2n-1)$-dimensional sphere $S^{2n-1}$, and hence carries a unique uniform probability measure which we denote $\sigma_n$.

The set of all random unitary channels on $\mathcal{M}_n$ with $d$ summands will be denoted $\mathcal{R}_d(n)$. Given a channel $\Phi \in \mathcal{R}_d(n)$ the complementary or conjugate channel $\Phi^C : \mathcal{M}_n \to \mathcal{M}_d$ is defined by [39, 46]

$$\Phi^C(\rho) = \sum_{i=1}^{d} \sqrt{w_i w_j} \ Tr (\rho U_j^* U_i) |i\rangle \langle j|$$

As is well-known, for any input state $\rho$ the output states $\Phi(\rho)$ and $\Phi^C(\rho)$ are related by

$$\Phi(\rho) = Tr_2 W \rho W^*, \quad \Phi^C(\rho) = Tr_1 W \rho W^*$$

Here, $W : \mathbb{C}^n \to \mathbb{C}^{nd}$ is a partial isometry. Also $Tr_2$ denotes the partial trace over the state space of the environment, and $Tr_1$ denotes the partial trace over the state space of the system. When $\rho = zz^*$ is a pure
state, the matrices $\Phi(zz^*)$ and $\Phi^C(zz^*)$ are partial traces of the same pure state, and thus have the same non-zero spectrum and the same entropy. Therefore $S_{\text{min}}(\Phi) = S_{\text{min}}(\Phi^C)$. For the purposes of constructing the counterexample it is convenient to work with both $\Phi$ and $\Phi^C$. In particular, we are interested in the cases where $W$ consists of rescaled unitary block matrices:

$$W = \begin{pmatrix} \sqrt{w_1}U_1 \\ \vdots \\ \sqrt{w_d}U_d \end{pmatrix}$$

Note that $\sum_i w_i = 1$ as $W$ is a partial isometry. We define a measure on this subset of partial isometries, in Section 2.3.4, as the product of Haar measures and a particular measure on the simplex.

The complex conjugate channel $\overline{\Phi}$ is defined by

$$\overline{\Phi}(\rho) = \sum_{i=1}^{d} w_i U_i \rho U_i^* = \sum_{i=1}^{d} w_i U_i \rho U_i^T$$

Again note that $\Phi$ and $\overline{\Phi}$ have identical minimum output entropies.

### 2.2.2 The main result

Following the work of Winter and Hayden [35], the counterexample is taken to be a product channel of the form $\Phi \otimes \overline{\Phi}$ where $\Phi$ is a random unitary channel. Hastings first proves the following universal upper bound for the minimum output entropy of such a product.

**Lemma 1.** For any $\Phi \in \mathcal{R}_d(n)$,

$$S_{\text{min}}(\Phi \otimes \overline{\Phi}) \leq 2 \log d - \frac{\log d}{d}$$

Lemma 1 will be proved in Section 2.5.1. The counterexample is found by proving the existence of a random unitary channel $\Phi$ whose minimum output entropy is greater than one half of this upper bound, that is greater than $\log d - \log d/2d$. For such a channel it will follow that

$$S_{\text{min}}(\Phi \otimes \overline{\Phi}) \leq 2 \log d - \frac{\log d}{d} \leq 2 S_{\text{min}}(\Phi)$$

$$= S_{\text{min}}(\Phi) + S_{\text{min}}(\overline{\Phi})$$

and this will provide the counterexample to Conjecture 3. Hastings [32] proved the existence of such channels.
using a combination of probabilistic arguments and estimates involving the distribution of the reduced density matrix of a random pure state. The next Theorem is a precise statement of Hastings’ result.

**Theorem 2.** There is \( h_{\text{min}} < \infty \), such that for all \( h > h_{\text{min}} \), all \( d \) satisfying \( d \log d \geq h \), and all \( n \) sufficiently large, there is \( \Phi \in R_d(n) \) satisfying

\[
S_{\text{min}}(\Phi) > \log d - \frac{h}{d}
\]  

(2.16)

By taking \( d \) large enough so that \( 2h_{\text{min}} < \log d \), we deduce from Theorem 2 that there is a channel \( \Phi \) satisfying

\[
S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d}
\]

and this establishes the existence of counterexamples for Conjecture 3. In fact the proof will show that as \( d, n \to \infty \), the probability that a randomly chosen channel in \( R_d(n) \) will satisfy the bound (2.16) approaches one.

It would be interesting to determine the set of integers \((n, d)\) for which there are random unitary channels in \( R_d(n) \) violating additivity, and in particular to find the smallest dimensions which allow violations, as well as the size of the largest possible violation. Following this line of reasoning we define

\[
d_{\text{min}} = \inf \left\{ d : \exists n, \exists \Phi \in R_d(n) \text{ s.t. } S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d} \right\}
\]

\[
n_{\text{min}} = \inf \left\{ n : \exists d, \exists \Phi \in R_d(n) \text{ s.t. } S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d} \right\}
\]

\[
\Delta S_{\text{max}} = \sup_{n,d} \sup_{\Phi \in R_d(n)} \left( S_{\text{min}}(\Phi) + S_{\text{min}}(\Phi) - S_{\text{min}}(\Phi \otimes \Phi) \right)
\]

(2.17)

The next result gives some bounds on these quantities.

**Proposition 3.**

\[
d_{\text{min}} < 3.9 \times 10^4
\]

\[
n_{\text{min}} < 7.8 \times 10^{32}
\]

\[
\Delta S_{\text{max}} > 9.5 \times 10^{-6}
\]

Proposition 3 will be proved in Section 2.4.6. The bounds in Proposition 3 are surely not optimal, however they may indicate the delicacy of the non-additivity effect for this class of channels. It would certainly be interesting to tune the estimates in this paper in order to improve the bounds in Proposition 3 or even better to find a different class of channels where the effect is larger.
2.3 Background on random states and channels

As mentioned above, the proof of Theorem 2 relies on probabilistic arguments, involving distributions of pure states and random unitary channels. The next sections explain the distributions which play a role in the proof.

2.3.1 Probability distributions for states

Recall that $V_n$ is the set of unit vectors in $\mathbb{C}^n$. This set carries a natural uniform measure $\sigma_n$, namely the uniform measure on the (real) $(2n - 1)$-dimensional sphere. If $\mathbb{C}^{dn} = \mathbb{C}^d \otimes \mathbb{C}^n$ is a product space, then a unit vector $z \in V_{dn}$ can be written as a $n \times d$ matrix $M$, with entries

$$M_{ij}(z) = z_{i-1)d+j}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, d$$

satisfying $\operatorname{Tr} M^* M = \sum_{ij} |z_{ij}|^2 = 1$. Define the map $G : V_{dn} \to \mathcal{M}_d$ by

$$G(z) = M(z)^* M(z) \quad (2.18)$$

It follows that $G(z) \geq 0$ and $\operatorname{Tr} G(z) = 1$, and hence the image of $G$ lies in $S_d$ (the set of $d$-dimensional states). Since $z$ is a random vector (with distribution $\sigma_{dn}$) it follows that $G(z)$ is a $S_d$-valued random variable, or more simply a random state. Its distribution has been studied in many other contexts (see for example [34]) and it plays a key role in the proof here.

2.3.2 Probability distributions on the simplex $\Delta_d$

Let $\Delta_d$ denote the simplex of $d$-dimensional probability distributions:

$$\Delta_d = \{(x_1, \ldots, x_d) \subset \mathbb{R}^d : x_i \geq 0, \quad \sum_{i=1}^d x_i = 1\} \quad (2.19)$$

We define below three different probability distributions on $\Delta_d$. One is the uniform measure inherited from $\mathbb{R}^d$, and the others are defined by the diagonal entries and the eigenvalues of $G(z)$ where $z$ is a random unit vector in $V_{dn}$.

Uniform distribution The simplex $\Delta_d$ carries a natural measure inherited from Lebesgue measure on
\( \mathbb{R}^d \): this is conveniently written as

\[
\delta \left( \sum_{i=1}^{d} w_i - 1 \right) dw_1 \ldots dw_d = \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] \tag{2.20}
\]

where \( \delta(\cdot) \) is the Dirac \( \delta \)-function. Integrals with respect to this measure can be evaluated by introducing local coordinates on \( \mathbb{R}^d \) in a neighborhood of \( \Delta_d \). In particular the volume of \( \Delta_d \) with respect to the measure

\[
\hat{\Delta}_d \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] = \frac{1}{(d-1)!} \tag{2.21}
\]

Diagonal distribution \( \nu_{d,n} \) Let \( z \in \mathcal{V}_{dn} \) be a random unit vector in \( \mathbb{C}^n \otimes \mathbb{C}^d \). The joint distribution of the diagonal entries \( (G_{11}(z), \ldots, G_{dd}(z)) \) will be denoted \( \nu_{d,n} \). It is possible to find an explicit formula for the density of \( \nu_{d,n} \), however we will not need it in this paper. It is sufficient to note that a collection of \( d \) random variables \( Y_1, \ldots, Y_d \) have the joint distribution \( \nu_{d,n} \) if and only if they can be written as

\[
Y_j = \sum_{i=1}^{n} |z_{ij}|^2, \quad j = 1, \ldots, d \tag{2.22}
\]

where \( \{z_{ij}\} \) are the components of a uniform random vector on the unit sphere in \( \mathbb{C}^n \otimes \mathbb{C}^d \). We come back to this problem in Section 2.5.3.

Eigenvalue distribution \( \mu_{d,n} \) As noted above the eigenvalues of \( G(z) \) are non-negative and sum to one. However the eigenvalues are not ordered and so define a map not into \( \Delta_d \) but rather into the quotient \( \Delta_d / \Sigma_d \) where \( \Sigma_d \) is the symmetric group. Thus when \( z \in \mathcal{V}_{dn} \) is a random vector the eigenvalues of \( G(z) \) are \( \Delta_d / \Sigma_d \)-valued random variables. However it is convenient to use a joint density for the eigenvalue distribution on \( \Delta_d \), with the understanding that it should be evaluated only on events which are invariant under \( \Sigma_d \). This density is known explicitly \([30, 73]\): for any event \( A \subset \Delta_d \)

\[
\mu_{d,n}(A) = Z(n, d)^{-1} \int_A \prod_{1 \leq i < j \leq d} \left( w_i - w_j \right)^2 \prod_{i=1}^{d} w_i^{n-d} \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] \tag{2.23}
\]

where \( Z(n, d) \) is a normalization factor. The distribution \( \mu_{d,n} \) plays an essential role in the proof of Theorem 2. Explicit expressions for \( Z(n, d) \) are known \([73]\). In Appendix A we derive the following bound: for \( n \) sufficiently large,

\[
Z(n, d)^{-1} \leq n^{d^2} d^d (n-d) \tag{2.24}
\]

1 \( G(z) \) gives the complex Wishart matrix when \( z \in \mathbb{C}^n \otimes \mathbb{C}^d \) with each entry \( z_{ij} \) having IID complex normal distribution. The eigenvalue distribution was shown to be proportional to \( \prod_{1 \leq i < j \leq d} (w_i - w_j)^2 \prod_{i=1}^{d} w_i^{n-d} [dw] \), for example, in \([11]\).
2.3.3 Estimates for $\mu_{d,n}$

Define the function

$$F(x) = -\log x + x - 1$$  \hfill (2.25)

**Lemma 4.** For all $d$, for $n$ sufficiently large, and for any event $A \subset \Delta_d$,

$$\mu_{d,n}(A) \leq \int_A \exp \left[ d^2 \log n - (n - d) \sum_{i=1}^{d} F(dw_i) \right] \delta \left( \sum_{i=1}^{d} w_i - 1 \right) \, [dw]$$  \hfill (2.26)

This Lemma will be proved in Section 2.5.2. Using (2.21) we immediately get the following bound.

**Corollary 5.** For all $d$, for $n$ sufficiently large, and for any event $A \subset \Delta_d$,

$$\mu_{d,n}(A) \leq \exp \left[ d^2 \log n - \log(d - 1)! - (n - d) \inf_{w \in A} \sum_{i=1}^{d} F(dw_i) \right]$$  \hfill (2.27)

Note that $F(x)$ is convex, and also $F(1) = F'(1) = 0$. The Taylor expansion around 1 gives

$$F(1 + d\delta w) = \frac{1}{2} d^2 (\delta w)^2 + R$$  \hfill (2.28)

where the remainder is

$$R = -\frac{1}{3} (1 + d\delta)^{-3} (d\delta w)^3.$$  \hfill (2.29)

and $\delta$ is some value between 0 and $\delta w$. Note that $-1/d < \delta w < (d - 1)/d$ as $0 \leq w \leq 1$. Also, $R > 0$ if $\delta w < 0$. When $\delta w > 0$

$$0 > R > -\frac{1}{3} d^3 (\delta w)^3.$$  \hfill (2.30)

Recall that $F(x) \geq 0$, so we have the bound $F(dw_i) \geq 0$ for all $i$. Thus feeding (2.28) into Corollary 5 gives the following estimate, which will be used in Section 2.5.4.

**Corollary 6.** For all $d$, for $n$ sufficiently large, and for any $i = 1, \ldots, d$,

$$\mu_{d,n} \left\{ w : \left| w_i - \frac{1}{d} \right| \geq t \right\} \leq \exp \left[ d^2 \log n - \log(d - 1)! - \frac{n - d}{2} d^2 t^2 + \frac{n - d}{3} d^3 t^3 \right]$$  \hfill (2.31)

2.3.4 Probability distribution for random unitary channels

A random unitary channel (2.9) is determined by the coefficients $w_i$ and the unitary matrices $U_i$. Thus the set of random unitary channels $\mathcal{R}_d(n)$ is naturally identified with $\Delta_d \times \mathcal{U}(n)^d$. Recall the distribution $\nu_{d,n}$
defined in Section 2.3.2 for the diagonal entries of \( G(z) \), and the Haar measure \( H_n \) defined on \( U(n) \). We define the following product probability measure on \( \mathcal{R}_d(n) \):

\[
P_{d,n} = \nu_{d,n} \times H_n \times \cdots \times H_n
\]

(2.32)

where \( H_n \times \cdots \times H_n \) is the \( d \)-fold product Haar measure on \( U(n)^d \). Using the measure \( P_{d,n} \) on \( \mathcal{R}_d(n) \) means that the unitaries \( U_i \) are selected randomly and independently, while the coefficients \( w_j \) have the joint distribution \( \nu_{d,n} \), and thus can be written in the form (2.22) where \( \{z_{ij}\} \) \((i = 1, \ldots, n; j = 1, \ldots, d)\) are the components of a random unit vector in \( V_{nd} \).

Recall the definition (2.11) of the conjugate channel. Define the map

\[
H : \mathcal{R}_d(n) \times \mathcal{V}_n \to \mathcal{M}_d, \quad (\Phi, z) \mapsto \Phi^C(z z^*)
\]

(2.33)

Recall the definition (2.18) of the map \( G : \mathcal{V}_{dn} \to \mathcal{M}_d \). The following relation between the distributions \( P_{d,n}, \sigma_n \) and \( \sigma_{dn} \) is crucial to the proof. Given a measurable map \( f : X \to Y \) between measure spaces \((X, \mathcal{A})\) and \((Y, \mathcal{B})\) (where \( \mathcal{A} \) and \( \mathcal{B} \) are \( \sigma \)-algebras on \( X, Y \) respectively), and given a measure \( \mu \) on \((X, \mathcal{A})\), we define the push-forward measure \( f^*(\mu) \) on \((Y, \mathcal{B})\) by \( f^*(\mu)(B) = \mu(f^{-1}(B)) \) for all \( B \in \mathcal{B} \).

**Lemma 7.**

\[
H^*(P_{d,n} \times \sigma_n) = G^*(\sigma_{dn})
\]

Lemma 7 will be proved in Section 2.5.3. It implies that if \( \Phi \) is chosen randomly according to the measure \( P_{d,n} \) and \( z \) is chosen randomly and uniformly in \( \mathcal{V}_n \), then the eigenvalues of the matrix \( \Phi^C(z z^*) \) will have the distribution \( \mu_{d,n} \).

### 2.4 Proof of Theorem 2

The main idea of the proof is to isolate some properties of random unitary channels which are typical for large values \( n \) and \( d \). These properties will then be used to prove that large minimum output entropy is also typical for random unitary channels when \( n, d \) are large.

Recall that the environment dimension \( d \) will be chosen to be much smaller than the input dimension \( n \). As the identity (2.12) shows, selecting a channel in \( \mathcal{R}_d(n) \) corresponds to selecting a subspace of dimension \( n \) in the product space \( \mathbb{C}^n \otimes \mathbb{C}^d \). The structure of random bipartite subspaces was analyzed in the paper [34], and it was shown that in some circumstances most states in a randomly selected subspace will be close
to maximally entangled. In such a situation the reduced density matrix of a randomly selected output state $\Phi^C(z z^*)$ will be close to the maximally mixed state $I/d$, and hence its entropy will be close to $\log d$. Although this observation plays an essential role in Hastings’ proof, the methods used in [34] do not directly yield the bounds needed.

### 2.4.1 Definition of the typical channel

A channel $\Phi$ will be called typical if $\Phi^C$ maps at least one half of input states into a small ball centered at the maximally mixed output state $I/d$. The size of the small ball in question involves a numerical parameter $b$ and is defined as follows:

$$B_d(n) = \left\{ \rho \in S_d : \| \rho - \frac{1}{d} I \|_\infty \leq b \frac{\log n}{n} \right\}.$$

**Definition 8.** A random unitary channel $\Phi$ is called typical if with probability at least $1/2$ a randomly chosen input state is mapped by $\Phi^C$ into the set $B_d(n)$. The set of typical channels is denoted $T$:

$$T = \left\{ \Phi : \sigma_n \left( z : \Phi^C(z z^*) \in B_d(n) \right) \geq 1/2 \right\}.$$

As the next result shows, for large $n$ most channels are typical.

**Lemma 9.** For all $b > \sqrt{3}$, $d \geq 2$ and $0 < \alpha < b^2/3 - 1$, taking $n$ sufficiently large,

$$P_{d,n}(T^c) \leq \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n] \quad (2.34)$$

Thus if $b > \sqrt{3}$, then as $n \to \infty$ with high probability a randomly chosen channel will lie in the set $T$. In particular $P_{d,n}(T^c) < 1$ for $n$ sufficiently large. The number $\alpha$ can be chosen to satisfy

$$\alpha = \frac{b^2(n-d)}{3n} - 1 \quad (2.35)$$

The dimension $n$ must be large enough so that the right side of (2.35) is positive, and also so that $n \geq 4b^2d^2 \log n$ (this is a technical condition needed in the proof, see Section 2.5.4).

The second property of a typical channel $\Phi$ is the existence of a ‘tube’ of output states surrounding $\Phi^C(z z^*)$ for every input state $z \in \mathcal{V}_n$. This property is used to eliminate the possibility of isolated output states with low entropy: if for some $z$ the output entropy $S(\Phi^C(z z^*))$ is small, then there is a nonzero fraction of input states whose outputs also have low entropy. In order to define the tube we first construct a line segment $Y(\rho)$ pointing from a general state $\rho$ toward the maximally mixed state $I/d$. The length of
the segment depends on a parameter $\gamma$, which satisfies $0 < \gamma < 1$:

$$Y(\rho) = \left\{ r\rho + (1 - r) \frac{1}{d} I : \gamma \leq r \leq 1 \right\}$$  \hspace{1cm} (2.36)$$

The tube at $\rho$ is defined to be the set of states which lie within a small distance of the set $Y(\rho)$, and thus form a thickened line segment pointing from $\rho$ toward the maximally mixed state. The definition of 'small' here depends on the size of the ball $B_d(n)$, and also on another numerical parameter $t$.

**Definition 10.** Let $\rho \in S_d$, then the Tube at $\rho$ is defined as

$$\text{Tube}(\rho) = \left\{ \theta \in S_d : \text{dist}(\theta, Y(\rho)) \leq t \sqrt{\frac{d \log n}{n}} \right\}, \quad \text{dist}(\theta, Y(\rho)) = \inf_{\tau \in Y(\rho)} \|\theta - \tau\|_\infty$$  \hspace{1cm} (2.37)$$

The next result shows that for a channel $\Phi$ in the typical set $T$, and for any state $\rho = \Phi C(zz^*)$ in the image of $\Phi^C$, there is a uniform lower bound for the probability that a randomly chosen state belongs to the tube at $\rho$. As explained before, this means that an output state $\Phi C(zz^*)$ cannot be too isolated from the other output states.

**Lemma 11.** For all $d \geq 3$ there is $\beta > 0$ such that for $n$ sufficiently large, for all $t \geq b + 4$, and for all $\Phi \in T$ and $\rho \in \text{Im}(\Phi^C)$,

$$\sigma_n\left( z : \Phi^C(zz^*) \in \text{Tube}(\rho) \right) \geq \beta \left( 1 - \gamma \right)^{n-1}$$

Lemma 11 will be proved in Section 2.5.5. The number $\beta$ is given by the following expression:

$$\beta = \frac{1}{2} - (d^2 + 2) \left( 1 - \frac{d \log d}{n} \right)^{n-1}$$  \hspace{1cm} (2.38)$$

It can be easily seen that for all $d \geq 3$ the right side of (2.38) is positive for $n$ sufficiently large.

### 2.4.2 Definition of the low-entropy events $E$

Define the set of channels whose minimum output entropy does not satisfy our requirements for a violation:

$$C_{d,n} = \left\{ \Phi \in \mathcal{R}_d(n) : S_{\text{min}}(\Phi) \leq \log d - \frac{h}{d} \right\}$$  \hspace{1cm} (2.39)$$

The goal is to show that for $d$, $n$ and $h$ sufficiently large we have $\mathcal{P}_{d,n}(C_{d,n}) < 1$, implying that $\mathcal{P}_{d,n}(C_{d,n}^c) > 0$, and thus that there exist random unitary channels with $S_{\text{min}}(\Phi) > \log d - h/d$. The proof will hold for all $h, d$ sufficiently large, and thus by taking $\log d \geq 2h$ this will provide a counterexample to additivity. The
method is to find useful upper and lower bounds for the probability of a particular event $E$ in $\mathcal{R}_d(n) \times \mathcal{V}_n$. The event $E$ is chosen to contain all the pairs $(\Phi, z)$ where $\Phi^C(zz^*)$ lies in a tube connected to a state of low entropy. This set of tubes is defined by

$$J = \bigcup_{\rho} \left\{ \text{Tube} (\rho) : S(\rho) \leq \log d - \frac{h}{d} \right\} \quad (2.40)$$

Then the main event of interest for us is the following subset of $\mathcal{R}_d(n) \times \mathcal{V}_n$:

$$E = \{(\Phi, z) : \Phi^C(zz^*) \in J\} = H^{-1}(J)$$

where $H$ is the map defined in (2.33). The proof will proceed by proving upper and lower bounds for the probability of $E$, that is $(P_{d,n} \times \sigma_n)(E)$. These bounds will hold for any $0 < \gamma < 1$; the parameter $\gamma$ will be ‘tuned’ at the end in order to derive an estimate for the minimal size $h\text{min}$ needed for the counterexample. As noted the construction works for any values of the parameters $b, t$ satisfying $b > \sqrt{3}$ and $t \geq b + 4$. The sizes of $b$ and $t$ do not play a crucial role, and they can be set to the values $b = 2$ and $t = 6$ without changing anything in the proof.

### 2.4.3 The upper bound for $\text{Prob}(E)$

Note that by Lemma [7]

$$(P_{d,n} \times \sigma_n)(E) = (P_{d,n} \times \sigma_n)(H^{-1}(J)) = H^*(P_{d,n} \times \sigma_n)(J) = G^*(\sigma_{dn})(J) \quad (2.41)$$

Let $\rho$ be a fixed state in the set of tubes $J$. Then by definition there is a state $\tau \in \mathcal{S}_d$ with low entropy such that $\rho$ lies in the tube at $\tau$. Thus for some $r$ satisfying $\gamma \leq r \leq 1$

$$\left\| \rho - \left( r\tau + (1 - r)\frac{1}{d}I \right) \right\|_{\infty} \leq t\sqrt{\frac{d\log n}{n}}, \quad S(\tau) \leq \log d - \frac{h}{d} \quad (2.42)$$

Letting $q_i, p_i$ denote the eigenvalues of $\rho, \tau$ respectively, it follows that

$$q_i = rp_i + (1 - r)\frac{1}{d} + \epsilon_i, \quad i = 1, \ldots, d \quad (2.43)$$
where $p_i$, $\epsilon_i$ satisfy
\[
- \sum_i p_i \log p_i \leq \log d - \frac{h}{d}, \quad \sum_i \epsilon_i = 0 \quad (2.44)
\]

Weyl's perturbation theorem [8] and (2.42) imply that
\[
|\epsilon_i| \leq t \sqrt{d \log n} \quad (2.45)
\]

The entropy condition (2.44) can be written as
\[
\sum_i p_i d \log(p_i d) = \sum_i \left( p_i d \log(p_i d) - p_i d + 1 \right) \geq h \quad (2.46)
\]

Define the function
\[
f(x) = x \log x - x + 1 \quad (2.47)
\]

**Lemma 12.**
\[
\sup_{x \geq 0, \gamma \leq r \leq 1} \frac{f(x)}{f(rx + 1 - r)} = \frac{f(0)}{f(1 - \gamma)} = \frac{1}{f(1 - \gamma)} \quad (2.48)
\]

Lemma 12 will be proved in Section 2.5.6. Recall (2.43) and define
\[
z_i = q_i - \epsilon_i = rp_i + (1 - r)\frac{1}{d} \quad (2.49)
\]

Then Lemma 12 implies that for each $i = 1, \ldots, d$,
\[
p_i d \log(p_i d) - p_i d + 1 = f(p_i d) \leq \frac{1}{f(1 - \gamma)} f(z_i d) \quad (2.50)
\]

Therefore from (2.46) it follows that
\[
\sum_i \left( z_i d \log(z_i d) - z_i d + 1 \right) = \sum_i f(z_i d) \geq hf(1 - \gamma) \quad (2.51)
\]

We will use a standard bound for the difference between the entropies of $z_i$ and $q_i$ in terms of the $l_1$-norm of their difference [20]:
\[
\left| - \sum_i z_i \log z_i + \sum_i q_i \log q_i \right| \leq \epsilon_m (\log d + \log \frac{1}{\epsilon_m}) \quad (2.52)
\]

where
\[
\epsilon_m = \sum_i |z_i - q_i| = \sum_i |\epsilon_i| \leq t d \sqrt{\frac{d \log n}{n}}
\]
Define

\[ \eta = d \epsilon_m (\log d + \log \frac{1}{\epsilon_m}) \]

Note that for all \( d \) and \( t \), \( \epsilon_m \to 0 \) as \( n \to \infty \), and hence also \( \eta \to 0 \) as \( n \to \infty \). From (2.52) and (2.51) we deduce

\[ \sum_{i=1}^{d} f(q_i d) \geq h f(1 - \gamma) - \eta \quad (2.53) \]

To summarize what we have shown so far: if \( \rho \in J \) has eigenvalues \( q_1, \ldots, q_d \) then (2.53) holds. Thus we may upper bound the probability (2.41) by the probability of the state \( \rho \) satisfying the inequality (2.53).

Since this event depends only on the eigenvalues of \( \rho \), we obtain

\[ G^*(\sigma_d \epsilon_n)(J) \leq \mu_{d,n} \left\{ q : \sum_{i=1}^{d} f(q_i d) > h f(1 - \gamma) - \eta \right\} \quad (2.54) \]

This probability is estimated using the bound (2.27): given a positive number \( x \leq d \log d \), define

\[ M_d(x) = \inf_{q \in A_d} \left\{ \sum_{i=1}^{d} F(q_i d) : \sum_{i=1}^{d} f(q_i d) \geq x \right\} \quad (2.55) \]

where \( F(x) = -\log x + x - 1 \) as defined in (2.25). Then from (2.54) and (2.27) we deduce

\[ (P_{d,n} \times \sigma_n)(E) = G^*(\sigma_d \epsilon_n)(J) \leq \exp \left[ d^2 \log n - \log(d-1)! - (n-d) M_d \left( h f(1 - \gamma) - \eta \right) \right] \quad (2.56) \]

The next Lemma gives a lower bound for \( M_d(x) \) which is not optimal but is sufficient for our purposes.

**Lemma 13.** The function \( M_d(x) \) is increasing. Suppose that \( 2e^2 \leq x \leq d \log d \). Then

\[ M_d(x) \geq \log(x-1) - \log(2e^2-1) \quad (2.57) \]

Lemma 13 will be proved in Section 2.5.7. Applying (2.57) to (2.56) gives

\[ (P_{d,n} \times \sigma_n)(E) \leq \exp \left[ d^2 \log n - \log(d-1)! - (n-d) \log \left( \frac{h f(1 - \gamma) - \eta - 1}{2e^2 - 1} \right) \right] \quad (2.58) \]

where \( h \) is assumed to satisfy the bounds

\[ 2e^2 \leq h f(1 - \gamma) - \eta \leq d \log d \quad (2.59) \]
2.4.4 The lower bound for \( \text{Prob}(E) \)

First we write

\[
(P_{d,n} \times \sigma_n)(E) = E_{\Phi}[\sigma_n(z : \Phi^C(zz^*) \in J)] \\
\geq E_{\Phi}[1_{C_{d,n} \cap T} \sigma_n(z : \Phi^C(zz^*) \in J)]
\]

where \( E_{\Phi} \) denotes expectation over \( R_d(n) \) with respect to the measure \( P_{d,n} \), and \( 1_{C_{d,n} \cap T} \) is the characteristic function of the event \( C_{d,n} \cap T \). Given that \( \Phi \in C_{d,n} \) there is a state \( v \in \mathbb{C}^n \) such that

\[
S(\Phi^C(vv^*)) \leq \log d - \frac{h}{d}
\]

Since \( \text{Tube}(\Phi^C(vv^*)) \subset J \) it follows that

\[
(P_{d,n} \times \sigma_n)(E) \geq E_{\Phi}[1_{C_{d,n} \cap T} \sigma_n(z : \Phi^C(zz^*) \in \text{Tube}(\Phi^C(vv^*)))]
\]

Applying Lemma 11 to (2.60) gives

\[
(P_{d,n} \times \sigma_n)(E) \geq \beta (1 - \gamma)^{n-1} E_{\Phi}[1_{C_{d,n} \cap T}]
\]

\[
= \beta (1 - \gamma)^{n-1} P_{d,n}(C_{d,n} \cap T)
\]

\[
\geq \beta (1 - \gamma)^{n-1} (P_{d,n}(C_{d,n}) - P_{d,n}(T^c))
\]

2.4.5 Combining the bounds for \( \text{Prob}(E) \) and finishing the proof

Putting together the upper and lower bounds for \( (P_{d,n} \times \sigma_n)(E) \) and using Lemma 9 produces the following bound: for all \( d \geq 3 \), for all \( b > \sqrt{3} \) and \( t \geq b + 4 \), for all \( 0 < \gamma < 1 \), for \( h,d \) satisfying (2.50), and for \( n \) sufficiently large

\[
P_{d,n}(C_{d,n}) \leq P_{d,n}(T^c) + \frac{1}{\beta} \left( \frac{1}{1 - \gamma} \right)^{n-1} (P_{d,n} \times \sigma_n)(E)
\]

\[
\leq \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n]
\]

\[
+ \frac{1}{\beta} \left( \frac{1}{1 - \gamma} \right)^{n-1} \exp[d^2 \log n - \log(d-1)! - (n-d) \log \tilde{h}]
\]

\[
= \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n]
\]

\[
+ \frac{1 - \gamma}{\beta(d-1)!} \exp[d^2 \log n + d \log \tilde{h} - n \log(1 - \gamma)\tilde{h}]
\]

(2.64)
where $\tilde{h} = (h f(1 - \gamma) - \eta - 1)/(2e^2 - 1)$. Define

$$h_{\text{min}} = \frac{2e^2 - \gamma}{f(1 - \gamma)}$$

(2.65)

(note that $h_{\text{min}}$ satisfies the lower bound in (2.59)). As $n \to \infty$ the parameter $\eta$ approaches zero, and therefore for $h > h_{\text{min}}$ the second term on the right side of (2.64) is controlled by the factor

$$\exp\left[ -n \log \frac{(1 - \gamma)(hf(1 - \gamma) - 1)}{2e^2 - 1} \right] = \left( \frac{hf(1 - \gamma) - 1}{h_{\text{min}} f(1 - \gamma) - 1} \right)^{-n}$$

(2.66)

The first factor on the right side of (2.64) approaches zero as $n \to \infty$, therefore (2.66) implies that for $h > h_{\text{min}},$

$$P_{d,n}(C_{d,n}) \to 0 \quad \text{as } n \to \infty$$

Summary and conclusion. We have shown that for any $0 < \gamma < 1$, for $h > h_{\text{min}}$ as defined in (2.65), for any $b > \sqrt{3}$ and $t \geq b + 4$, for any $d \geq 3$ satisfying $d \log d > h f(1 - \gamma)$ (this comes from the second inequality in (2.59)), there is $N < \infty$ such that for all $n \geq N$ we have $P_{d,n}(C_{d,n}) < 1$. In this case we also have $P_{d,n}(C_{d,n}^c) > 0$, and thus a guarantee that the set $C_{d,n}^c$ is non-empty. Referring to (2.39), this means that there exists a random unitary channel $\Phi$ such that

$$S_{\text{min}}(\Phi) > \log d - \frac{h}{d}$$

2.4.6 Optimizing the bounds for $\text{Prob}(E)$ and the proof of Proposition 3

First consider the value $h_{\text{min}}$ defined in (2.65). Varying $\gamma$ shows that the right side achieves its minimum value at $\gamma = 0.72$. In order to achieve a counterexample we need $\log d \geq 2h$, so this implies the existence of counterexamples for all $d \geq d_0$ with

$$d_0 = \exp[2h_{\text{min}} + 1] \approx \exp[276]$$

(2.67)

In order to get a better estimate of $d_{\text{min}}$, we return to the bound (2.56) and look for the smallest value of $d$ satisfying

$$M_d \left( \frac{f(1 - \gamma)}{2} \log d \right) + \log(1 - \gamma) > 0$$

(2.68)

For $n$ sufficiently large this will yield a counterexample. This is a straightforward numerical problem: for
each γ we find the smallest \( d \) so that

\[
- \log(1 - \gamma) < \inf_{z > 1} \left\{ - \log z - (d - 1) \log \frac{d - z}{d - 1} : \right.
\]

\[
z \log z + (d - z) \log \frac{d - z}{d - 1} = \frac{f(1 - \gamma)}{2} \log d \}
\]

(2.69)

and then minimize over \( \gamma \). The solution occurs at \( \gamma = 0.762 \) and yields \( d_0 = 38578 \). This also proves the first statement in Proposition 3.

For the second statement we estimate the smallest value of \( n \) which yields \( P_{d,n}(C_{d,n}) < 1 \). Using the values \( b = 2, t = 6, \gamma = 0.762, \) and with \( d = 50,000 \), crude numerical estimates show that we can achieve this with \( n = d^7 \). This proves the second statement in Proposition 3.

For the third statement, we note from Lemma 1 that for any random unitary channel \( \Phi \)

\[
\Delta S_{\text{max}} \geq 2 S_{\text{min}}(\Phi) - 2 \log d + \frac{\log d}{d}
\]

Thus for every \( \Phi \in C^c_{d,n} \) we have

\[
\Delta S_{\text{max}} \geq \log d - 2h
\]

(2.70)

For a fixed value \( h \), the right side of (2.70) achieves its maximum value when \( d = \lfloor \exp(2h + 1) \rfloor \), and this maximum value is \( 1/d \). Numerical calculation shows that we can achieve \( M_d(f(1 - \gamma)h) + \log(1 - \gamma) > 0 \) using the values \( \gamma = 0.762, h = \log(38590)/2 \) and \( d = \lfloor \exp(2h + 1) \rfloor \), and then \( 1/d \) yields the lower bound for \( \Delta S_{\text{max}} \) stated in Proposition 3.

2.5 Proofs of Lemmas

2.5.1 Proof of Lemma 1

First, note that for any unit vectors \( \{ |\psi_k \rangle \} \) and probability distribution \( \{ p_k \} \),

\[
S\left( \sum_k p_k |\psi_k \rangle \langle \psi_k | \right) \leq - \sum_k p_k \log p_k.
\]
Let $|\psi\rangle$ be the maximally entangled state. Then

\[
(\Phi \otimes \overline{\Phi})(|\psi\rangle\langle \psi|) = \sum_{i,j=1}^{d} w_i w_j U_i \otimes U_j^\dagger |\psi\rangle\langle \psi| U_i^* \otimes U_j^T \tag{2.71}
\]

\[
= \left( \sum_{i=1}^{d} w_i^2 \right) |\psi\rangle\langle \psi| + \sum_{i \neq j} w_i w_j U_i \otimes U_j^\dagger |\psi\rangle\langle \psi| U_i^* \otimes U_j^T \tag{2.72}
\]

where we used the identity $U_i \otimes U_i |\psi\rangle\langle \psi| U_i^* \otimes U_i^T = |\psi\rangle\langle \psi|$ for all $i$. Hence,

\[
S \left( (\Phi \otimes \overline{\Phi})(|\psi\rangle\langle \psi|) \right) \leq - \left( \sum_{i=1}^{d} w_i^2 \right) \log \left( \sum_{i=1}^{d} w_i^2 \right) - \sum_{i \neq j} w_i w_j \log(w_i w_j). \tag{2.73}
\]

Write $p = \sum_{i=1}^{d} w_i^2$ and then $\sum_{i \neq j} w_i w_j = 1 - p$. Hence

\[
S \left( (\Phi \otimes \overline{\Phi})(|\psi\rangle\langle \psi|) \right) \leq -p \log p + \sup \left\{ - \sum_{k=1}^{d^2-d} v_k \log v_k : v_k \geq 0, \sum_{k=1}^{d^2-d} v_k = 1 - p \right\} \tag{2.74}
\]

The supremum on the right side of (2.74) is achieved with $v_k = (1-p)/(d^2-d)$ for all $k$, hence

\[
S \left( (\Phi \otimes \overline{\Phi})(|\psi\rangle\langle \psi|) \right) \leq h(p) = -p \log p - (1-p) \log \left( \frac{1-p}{d^2-d} \right),
\]

where $1/d \leq p \leq 1$. However,

\[
h'(p) = - \log p + \log(1-p) - \log(d^2-d) = \log \left( \frac{1}{p} - 1 \right) \frac{1}{d(d-1)} \leq \log \left( \frac{1}{d} \right) < 0
\]

for all $d$. This implies that the above upper bound $h(p)$ is maximized when $p = 1/d$ and the maximum is

\[
\frac{1}{d} \log d + \left( 1 - \frac{1}{d} \right) \log(d^2) = 2 \log d - \frac{1}{d} \log d.
\]

2.5.2 Proof of Lemma 4

By dropping the terms $(w_i - w_j)^2$ in (2.23) we get

\[
\mu_{d,n}(A) \leq Z(n, d)^{-1} \int_A \prod_{i=1}^{d} w_i^{n-d} \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] \tag{2.75}
\]
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Applying (2.24) to (2.75) leads to
\[
\mu_{d,n}(A) \leq \int_A \exp\left[ d^2 \log n + (n - d) \sum_{i=1}^{d} \log(dw_i) \right] \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw]
\]
(2.76)

Noting that
\[
\sum_{i=1}^{d} F(dw_i) = - \sum_{i=1}^{d} \log(dw_i)
\]
the result follows.

2.5.3 Proof of Lemma 7

For any event \( A \subset M_d \),
\[
H^*(p_{d,n} \times \sigma_n)(A) = (p_{d,n} \times \sigma_n)(H^{-1}(A))
\]
\[
= \int d\sigma_n(z) p_{d,n} \left\{ \Phi : \Phi^C (zz^*) \in A \right\}
\]
(2.77)

A random unitary channel \( \Phi \) is determined by the coefficients \( \{w_1, \ldots, w_d\} \) and the unitary matrices \( \{U_1, \ldots, U_d\} \). Given a unitary matrix \( V \) define the transformation \( T_V : \mathcal{R}_d(n) \rightarrow \mathcal{R}_d(n) \) by
\[
T_V : \{w_1, \ldots, w_d; U_1, \ldots, U_d\} \rightarrow \{w_1, \ldots, w_d; U_1V, \ldots, U_dV\}
\]
(2.78)

The measure \( p_{d,n} = \nu_{d,n} \times H_n \times \cdots \times H_n \) contains the product of \( d \) independent copies of Haar measure \( H_n \) on the group \( U_n \). Since Haar measure is invariant under group multiplication, for any event \( C \subset \mathcal{R}_d(n) \) we have
\[
p_{d,n}(C) = \int_C d\nu_{d,n}(w_1, \ldots, w_d) dH_n(U_1) \cdots dH_n(U_n)
\]
\[
= \int_{T_V(C)} d\nu_{d,n}(w_1, \ldots, w_d) dH_n(U_1) \cdots dH_n(U_n)
\]
\[
= p_{d,n}(T_V(C))
\]
(2.79)

Thus in particular for any \( z \in V_n \),
\[
p_{d,n} \left\{ \Phi : \Phi^C (zz^*) \in A \right\} = p_{d,n} \left\{ \Phi : \Phi^C (Vz(Vz)^*) \in A \right\}
\]
(2.80)
Since \( U_n \) acts transitively on \( V_n \), (2.80) shows that the probability is independent of \( z \). Hence from (2.77) we obtain that for any fixed \( z_0 \in V_n \),

\[
H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = \mathcal{P}_{d,n}\left\{ \Phi : \Phi^C(z_0 z_0^*) \in A \right\}
\]  

(2.81)

For a given channel \( \Phi \) the \( d \times d \) matrix \( \Phi^C(z_0 z_0^*) \) can be written in terms of a \( n \times d \) matrix \( K(\Phi) \) as follows:

\[
\Phi^C(z_0 z_0^*) = K(\Phi)^* K(\Phi), \quad K(\Phi) = \left( \sqrt{w_1} v_1 \quad \cdots \quad \sqrt{w_d} v_d \right)
\]

(2.82)

where for \( i = 1, \ldots, d \)

\[
v_i = \frac{\mathcal{U}_i z_0}{|z_0|}
\]

(2.83)

Thus (2.81) can be written as

\[
H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = \mathcal{P}_{d,n}\left\{ \Phi : K(\Phi)^* K(\Phi) \in A \right\}
\]

(2.84)

Recall from (2.18) that \( G(z) = M(z)^* M(z) \) where \( z \in V_{nd} \) and where the \( n \times d \) matrix \( M(z) \) has entries

\[
M_{ij}(z) = z_{(i-1)d+j}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, d
\]

(2.85)

It follows that for any event \( A \subset \mathcal{M}_d \),

\[
G^*(\sigma_{dn})(A) = \sigma_{dn}\left\{ z : M(z)^* M(z) \in A \right\}
\]

(2.86)

We wish to prove that \( H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = G^*(\sigma_{dn})(A) \) for every event \( A \subset \mathcal{M}_d \). Comparing (2.86) and (2.84), it is sufficient to show that the \( n \times d \) matrices \( K(\Phi) \) and \( M(z) \) have the same distribution. We will do this by showing that the columns of \( K(\Phi) \) and \( M(z) \) have the same joint distribution. Before showing the result, we need the following observation on a normally distributed vector.

Let \( Z_1, \ldots, Z_m \) be IID complex valued normal random variables with mean zero and variance two. Let \( R = \sqrt{\sum_{i=1}^m |Z_i|^2} \) and define the vector

\[
\xi = \frac{1}{R} \begin{pmatrix} Z_1 \\ \vdots \\ Z_m \end{pmatrix}
\]

(2.87)
Then $R, \xi$ are independent, $\xi$ is a random pure state in $\mathcal{V}_m$, and $R$ has density

$$P(r) \propto e^{-r^2/2} r^{2m-1}$$

(2.88)

This result may be easily seen by transforming the joint density for $Z_1, \ldots, Z_m$ to polar coordinates:

$$(2\pi)^{-m} \prod_{i=1}^{m} e^{-|z_i|^2/2} d^2 z_i = \pi^{-m} e^{-r^2/2} r^{2m-1} dr d\Omega$$

(2.89)

where $d\Omega$ is the uniform measure on $S^{2m-1}$.

We look at $M(z)$ first. Let $\{Z_{ij}\}$ $(i = 1, \ldots, n, j = 1, \ldots, d)$ be a collection of IID complex valued normal random variables with mean zero and variance two, arranged into a $n \times d$ matrix $Z$ as in (2.85). Applying the previous observation to $Z$ and also to each column of $Z$ yields

$$Z = RM = \begin{pmatrix} R_1 \xi_1 & \cdots & R_d \xi_d \end{pmatrix}$$

(2.90)

Here $\{\xi_1, \ldots, \xi_d\}$ are IID random unit vectors in $\mathcal{V}_n$, and $M$ is a random unit vector in $\mathcal{V}_{nd}$. The vectors $\{\xi_1, \ldots, \xi_d\}$ are independent of the numbers $R_1, \ldots, R_d$. Also $R^2 = R_1^2 + \cdots + R_d^2$, hence $\{\xi_1, \ldots, \xi_d\}$ are also independent of $R$. Dividing by $R$, $M(z)$, a random unit vector in $\mathcal{V}_{nd}$, can be reconstructed as

$$M(z) = \left( \sqrt{Y_1} \xi_1, \ldots, \sqrt{Y_d} \xi_d \right), \quad Y_i = \frac{R_i^2}{R^2}$$

(2.91)

Note that $Y_1, \ldots, Y_d$ have the joint distribution $\nu_{d,n}$, and are independent of $\{\xi_1, \ldots, \xi_d\}$.

Next, turning into $K(\Phi)$, recall that

$$K(\Phi) = \left( \sqrt{w_1 v_1}, \ldots, \sqrt{w_d v_d} \right)$$

where $v_i = \overline{U_i z_0}$. Since the unitaries $U_i$ are independently and uniformly selected (this is part of the definition of the measure $P_{d,n}$), it follows that the vectors $\{v_i\}$ are IID random unit vectors in $\mathcal{V}_n$. Furthermore the coefficients $\{w_i\}$ have the joint distribution $\nu_{d,n}$. This verifies our claim.

2.5.4 Proof of Lemma 9

Define the following subset of $\mathcal{R}_d(n) \times \mathcal{V}_n$:

$$K = \{(\Phi, z) : \Phi^C(zz^*) \notin B_d(n)\} = H^{-1}(B_d(n)^c)$$

(2.92)
where the map $H$ was defined in (2.33). Then

\[
(P_{d,n} \times \sigma_n)(K) = E_{\Phi}[\sigma_n(z : \Phi^C(z^*) \notin B_d(n))] \\
\geq E_{\Phi}[1_{T^c} \sigma_n(z : \Phi^C(z^*) \notin B_d(n))]
\]

(2.93)

where $E_{\Phi}$ denotes expectation over $\mathcal{R}_d(n)$ with respect to the measure $P_{d,n}$, and $1_{T^c}$ is the characteristic function of the event $T^c$. Note that if $\Phi \in T^c$ then $\sigma_n(z : \Phi^C(z^*) \notin B_d(n)) \geq 1/2$, hence

\[
(P_{d,n} \times \sigma_n)(K) \geq \frac{1}{2} E_{\Phi}[1_{T^c}] = \frac{1}{2} P_{d,n}(T^c)
\]

(2.94)

Furthermore from Lemma it follows that

\[
(P_{d,n} \times \sigma_n)(K) = (P_{d,n} \times \sigma_n)(H^{-1}(B_d(n)^c)) \\
= H^*(P_{d,n} \times \sigma_n)(B_d(n)^c) \\
= G^*(\sigma_{dn})(B_d(n)^c)
\]

(2.95)

Combining these bounds shows that

\[
P_{d,n}(T^c) \leq 2 G^*(\sigma_{dn})(B_d(n)^c) \\
= 2 \mu_{d,n} \left\{(q_1, \ldots, q_d) : \left| q_i - \frac{1}{d} \right| > b \sqrt{\frac{\log n}{n}} \text{ some } i = 1, \ldots, d \right\} \\
= 2 \mu_{d,n} \left( \bigcup_{i=1}^{d} L_i \right)
\]

(2.96)

where the events $L_i$ are defined by $L_i = \{(q_1, \ldots, q_d) : |q_i - 1/d| > b \sqrt{\log n/n} \}$. Thus we have

\[
P_{d,n}(T^c) \leq 2 \sum_{i=1}^{d} \mu_{d,n}(L_i) = 2 d \mu_{d,n}(L_i)
\]

(2.97)

We use the bound (2.31) of Corollary 6 with $t = b \sqrt{\log n/n}$ to estimate $\mu_{d,n}(L_i)$. In addition we assume that $n$ is large enough so that

\[
d t = d b \sqrt{\frac{\log n}{n}} \leq \frac{1}{2}
\]

and hence

\[
\frac{n - d}{2} d^2 t^2 - \frac{n - d}{3} d^3 t^3 \geq \frac{n - d}{3} d^2 t^2
\]
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Thus (2.96) gives

\[ P_{d,n}(T^c) \leq 2d \exp \left[ d^2 \log n - \log(d-1)! - \frac{n - d}{3} d^2 b^2 \log n \right] \]

\[ = \frac{2d}{(d-1)!} \exp \left[ -d^2 \log n \left( \frac{b^2(n-d)}{3n} - 1 \right) \right] \tag{2.98} \]

### 2.5.5 Proof of Lemma 11

This result relies on several properties of random states. We will switch to Dirac bra and ket notation throughout this Section, as it lends itself well to the arguments used in the proof. To set up the notation, let \(|\psi\rangle\) be a fixed state in \(V_n\), and let \(|\theta\rangle\) be a random pure state in \(V_n\), with probability distribution \(\sigma_n\).

Without loss of generality we assume that a basis is chosen so that \(|\psi\rangle = (1, 0, \ldots, 0)^T\). We write \(x = \langle \psi | \theta \rangle\), and let \(|\phi\rangle\) be the state orthogonal to \(|\psi\rangle\) such that

\[ |\theta\rangle = x |\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle \tag{2.99} \]

Thus \(|\phi\rangle\) is also a random state, defined by its relation to the uniformly random state \(|\theta\rangle\) in (2.99). The following results are proved in Appendix B.

**Proposition 14.** \(x\) and \(|\phi\rangle\) are independent. \(|\phi\rangle\) is a random vector in \(V_{n-1}\) with distribution \(\sigma_{n-1}\). For all \(0 \leq t \leq 1\)

\[ \sigma_n \{ |\theta\rangle : |\langle \psi | \theta \rangle| = |x| > t \} = (1 - t^2)^{n-1} \tag{2.100} \]

Proposition 14 implies that as \(n \to \infty\) the overlap \(x = \langle \psi | \theta \rangle\) becomes concentrated around zero. In other words, with high probability a randomly chosen state will be almost orthogonal to any fixed state. As a consequence, from (2.99) it follows that \(|\phi\rangle\) will be almost equal to \(|\theta\rangle\). This statement is made precise by noting that

\[ \| |\theta\rangle - |\phi\rangle \|_2 \leq \sqrt{2} |\langle \psi | \theta \rangle| \]

Then (2.100) immediately implies that

\[ \sigma_n \{ |\theta\rangle : \| |\theta\rangle - |\phi\rangle \|_2 > t \} \leq \left( 1 - \frac{t^2}{2} \right)^{n-1} \tag{2.101} \]

The second property relies on the particular form of the random unitary channel, or more precisely on the form of the complementary channel \(\Phi^C\). Roughly, this property says that for any fixed random unitary channel \(\Phi\) and random state \(|\theta\rangle\), with high probability the norm of the matrix \(\Phi^C(\langle \theta | \psi \rangle)\) is small, and
approaches zero as \( n \to \infty \). We will prove the following bound: for any \( \Phi \in \mathcal{R}_d(n) \), and for all \( 0 \leq t \leq 1 \),

\[
\sigma_n(|\theta\rangle) : \| \Phi^C(|\theta\rangle\langle\psi|) \|_2 > t \leq d^2 (1 - t^2)^{n-1} \quad (2.102)
\]

As a first step toward deriving (2.102), note that for any states \(|u\rangle\) and \(|v\rangle\),

\[
\| \Phi^C(|u\rangle\langle v|) \|_2 = \left( \sum_{k,l=1}^{d} w_k w_l | \langle v| U_l^* U_k | u \rangle |^2 \right)^{\frac{1}{2}} \leq \max_{k,l} | \langle v| U_l^* U_k | u \rangle |, \quad (2.103)
\]

In particular this implies that

\[
\| \Phi^C(|u\rangle\langle v|) \|_2 \leq \| |u\rangle \|_2 \| |v\rangle \|_2 \quad (2.104)
\]

To derive (2.102) we apply (2.103) with \( u = \theta \) and \( v = \psi \) and deduce that

\[
\sigma_n(|\theta\rangle) : \| \Phi^C(|\theta\rangle\langle \psi|) \|_2 > t \leq \sigma_n(|\theta\rangle) : \max_{k,l} | \langle \psi| U_l^* U_k | \theta \rangle | > t \leq d^2 \sigma_n(|\theta\rangle) : | \langle \psi| U_l^* U_k | \theta \rangle | > t \leq d^2 (1 - t^2)^{n-1} \quad (2.105)
\]

where the last equality follows from (2.100).

With these ingredients in place the proof of Lemma 11 can proceed. By assumption \( \Phi \) is a random unitary channel belonging to the typical set \( T \), and \( \rho = \Phi^C(|\psi\rangle\langle \psi|) \) is some state in \( \text{Im}(\Phi^C) \). Let \( |\theta\rangle \) be a random input state, then as in (2.99) we write

\[
|\theta\rangle = x |\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle
\]

It follows that

\[
|\theta\rangle\langle \theta| = |x|^2 |\psi\rangle\langle \psi| + (1 - |x|^2) |\phi\rangle\langle \phi| + \sqrt{1 - |x|^2} (x |\phi\rangle\langle \psi| + \bar{x} |\psi\rangle\langle \phi|)
\]

Write \( r = |x|^2 \), then (2.106) yields

\[
\Phi^C(|\theta\rangle\langle \theta|) - \left( r \Phi^C(|\psi\rangle\langle \psi|) + (1 - r) \frac{1}{d} I \right) = (1 - r) \left( \Phi^C(|\phi\rangle\langle \phi|) - \frac{1}{d} I \right) + \sqrt{r(1 - r)} \Phi^C (e^{i\xi} |\psi\rangle\langle \phi| + e^{-i\xi} |\phi\rangle\langle \psi|) \quad (2.107)
\]
where $\xi$ is the phase of $x$. Since $r \leq 1$ this implies

$$\left\| \Phi^C(\ket{\theta}\bra{\theta}) - \left( r \Phi^C(\ket{\psi}\bra{\psi}) + (1-r)\frac{1}{d}I \right) \right\|_\infty \leq \left\| \Phi^C(\ket{\phi}\bra{\phi}) - \frac{1}{d}I \right\|_\infty + \left\| \Phi^C(\ket{\psi}\bra{\phi}) \right\|_\infty \quad (2.108)$$

Referring to the definition (2.37) of Tube $\rho$, recall that $\Phi^C(\ket{\theta}\bra{\theta})$ belongs to Tube $\rho$ if and only if for some $r$ satisfying $\gamma \leq r \leq 1$,

$$\left\| \Phi^C(\ket{\theta}\bra{\theta}) - \left( r \Phi^C(\ket{\psi}\bra{\psi}) + (1-r)\frac{1}{d}I \right) \right\|_\infty \leq t \sqrt{\frac{d \log n}{n}} \quad (2.109)$$

(the set $Y(\rho)$ defined in (2.36) is closed so the infimum in (2.37) is achieved). Define the following three events in $V_n$:

$$A_1 = \{ \ket{\theta} : r = |\bra{\theta}\psi|^2 \geq \gamma \} \quad (2.110)$$

$$A_2 = \left\{ \ket{\theta} : \left\| \Phi^C(\ket{\phi}\bra{\phi}) - \frac{1}{d}I \right\|_\infty \leq 2\sqrt{2} \sqrt{\frac{d \log d}{n}} + b \sqrt{\frac{d \log n}{n}} \right\} \quad (2.111)$$

$$A_3 = \left\{ \ket{\theta} : \left\| \Phi^C(\ket{\psi}\bra{\phi}) \right\|_\infty \leq (1 + \sqrt{2}) \sqrt{\frac{d \log d}{n}} \right\} \quad (2.112)$$

Assume that $d^2 \leq n$ and then since $t \geq b + 4$ it follows from (2.108) and (2.109) that

$$A_1 \cap A_2 \cap A_3 \subset \{ \ket{\theta} : \Phi^C(\ket{\theta}\bra{\theta}) \in \text{Tube } \rho \}$$

Note that $n \geq d^2$. Furthermore by Proposition 14, $A_1$ is independent of $A_2$ and $A_3$, hence

$$\sigma_n(\ket{\theta} : \Phi^C(\ket{\theta}\bra{\theta}) \in \text{Tube } \rho) \geq \sigma_n(A_1 \cap A_2 \cap A_3) = \sigma_n(A_1) \sigma_n(A_2 \cap A_3) \quad (2.113)$$

Proposition 14 immediately yields

$$\sigma_n(A_1) = (1 - \gamma)^{n-1}$$

From (2.113) this gives

$$\sigma_n(\ket{\theta} : \Phi^C(\ket{\theta}\bra{\theta}) \in \text{Tube } \rho) \geq (1 - \gamma)^{n-1} (1 - \sigma_n(A_2^c) - \sigma_n(A_3^c)) \quad (2.114)$$

In order to bound $\sigma_n(A_3^c)$ we first use (2.104) to deduce

$$\| \Phi^C(\ket{\psi}\bra{\phi}) \|_\infty \leq \| \Phi^C(\ket{\psi}\bra{\phi}) \|_2 \leq \| \Phi^C(\ket{\theta}\bra{\theta}) \|_2 + \| \theta \| - \| \phi \|_2 \quad (2.115)$$
Thus

\[
\sigma_n(A_3^c) = \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\psi\rangle\langle\phi|) - \frac{1}{d} I \right\|_\infty > \left(1 + \sqrt{2}\right) \sqrt{\frac{d \log d}{n}} \right\}
\]

\[
\leq \sigma_n\left\{ |\theta\rangle : \|\Phi^C(|\psi\rangle\langle\theta|)\|_2 > \left(1 + \sqrt{2}\right) \sqrt{\frac{d \log d}{n}} \right\}
\]

\[
\leq \sigma_n\left\{ |\theta\rangle : \|\Phi^C(|\psi\rangle\langle\theta|)\|_2 > \sqrt{\frac{d \log d}{n}} \right\} + \sigma_n\left\{ |\theta\rangle : \|\theta\rangle - |\phi\rangle\|_2 > \sqrt{2} \sqrt{\frac{d \log d}{n}} \right\}
\]

\[
\leq (d^2 + 1) \left(1 - \frac{d \log d}{n}\right)^{n-1} \tag{2.116}
\]

where the last inequality follows from (2.105) and (2.101).

Turning now to \(\sigma_n(A_3^c)\), note first that

\[
\left\| \Phi^C(|\phi\rangle\langle\phi|) - \frac{1}{d} I \right\|_\infty \leq \left\| \Phi^C(|\phi\rangle\langle\phi|) - \Phi^C(|\theta\rangle\langle\theta|) \right\|_\infty + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty
\]

\[
\leq \left\| \Phi^C(|\phi\rangle\langle\phi|) - \Phi^C(|\theta\rangle\langle\theta|) \right\|_2 + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty
\]

\[
\leq 2 \||\theta\rangle - |\phi\rangle\|_2 + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty \tag{2.117}
\]

where we used (2.104) for the last inequality. As in (2.116) this gives

\[
\sigma_n(A_3^c) = \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\phi\rangle\langle\phi|) - \frac{1}{d} I \right\|_2 > 2 \sqrt{2} \left( \frac{d \log d}{n} + b \sqrt{\frac{d \log n}{n}} \right) \right\}
\]

\[
\leq \sigma_n\left\{ |\theta\rangle : 2 \||\theta\rangle - |\phi\rangle\|_2 > 2 \sqrt{2} \left( \frac{d \log d}{n} \right) \right\}
\]

\[
+ \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\}
\]

\[
\leq \left(1 - \frac{d \log d}{n}\right)^{n-1} + \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\} \tag{2.118}
\]

where we used (2.101) for the last inequality. By assumption \(\Phi \in T\), and therefore there is a set of input states \(L\) with \(\sigma_n(L) \geq 1/2\) such that

\[
|\theta\rangle \in L \Rightarrow \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty \leq b \sqrt{\frac{d \log n}{n}} \tag{2.119}
\]

Thus

\[
\sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\} \leq \sigma_n(L^c) \leq \frac{1}{2} \tag{2.120}
\]
Putting together the bounds (2.114), (2.116), (2.118) and (2.120) we get

\[
\sigma_n(\Phi^C(|\theta\rangle\langle\theta|)) \in \text{Tube}(\rho) \geq (1 - \gamma)^{n-1} \left( 1 - \sigma_n(A_2^C) - \sigma_n(A_3^C) \right)
\]
\[
\geq (1 - \gamma)^{n-1} \left( 1 - \left( 1 - \frac{d \log d}{n} \right)^n \right)^{-1} \cdot \left( \frac{1}{2} - (d^2 + 1) \left( 1 - \frac{d \log d}{n} \right)^{n-1} \right)
\]
\[
= (1 - \gamma)^{n-1} \left( \frac{1}{2} - (d^2 + 2) \left( 1 - \frac{d \log d}{n} \right)^{n-1} \right)
\]

(2.121)

This completes the proof, with

\[
\beta = \left( \frac{1}{2} - (d^2 + 2) \left( 1 - \frac{d \log d}{n} \right)^{n-1} \right)
\]

2.5.6 Proof of Lemma 12

It is clear that \( f(rx + 1 - r) \) is monotone increasing in \( r \), and therefore

\[
\sup_{x \geq 0} \sup_{\gamma \leq r \leq 1} \frac{f(x)}{f(rx + 1 - r)} = \sup_{x \geq 0} \frac{f(x)}{f(\gamma x + 1 - \gamma)}
\]

(2.122)

The function \( f(x) f(\gamma x + 1 - \gamma)^{-1} \) is analytic and decreasing at \( x = 1 \) for \( \gamma \leq 1 \). Thus either the supremum in (2.122) is achieved at \( x = 0 \) or else there is a critical point of the function \( f(x) f(\gamma x + 1 - \gamma)^{-1} \) in the interval \((0, \infty)\). In order to rule out the second possibility, we introduce a Lagrange multiplier and define the function

\[
h(x, y, \beta) = \log f(x) - \log f(y) - \beta (\gamma x + 1 - \gamma - y)
\]

(2.123)

To find the critical points of \( h \) we solve

\[
\frac{\partial h}{\partial x} = \frac{\partial h}{\partial y} = \frac{\partial h}{\partial \beta} = 0
\]

Solving for \( \beta \) leads to

\[
\frac{f'(x)}{f(x)} = \gamma \frac{f'(y)}{f(y)}
\]

Since \( y - 1 = \gamma (x - 1) \) this is equivalent to

\[
\frac{(x - 1) \log x}{x \log x - x + 1} = \frac{(y - 1) \log y}{y \log y - y + 1}
\]

(2.124)
Direct computation shows that

\[
\frac{d}{dx} \left( \frac{(x-1) \log x}{x \log x - x + 1} \right) = f(x)^{-2} \left( (\log x)^2 - \frac{(x-1)^2}{x} \right) \\
= f(x)^{-2} \left( (\log x)^2 \left( 1 - \left( \frac{x^{1/2} - x^{-1/2}}{\log x} \right)^2 \right) \right)
\]  
(2.125)

Furthermore, the function \(x^{1/2} - x^{-1/2} - \log x\) is monotone increasing for all \(x > 0\), and thus \(x^{1/2} - x^{-1/2} > \log x\) for \(x > 1\). Thus for \(x \geq 1\) the derivative (2.125) is negative, and therefore (2.124) has no solution with \(x > 1\). Similarly \(x^{1/2} - x^{-1/2} < \log x\) for \(0 < x < 1\), and hence again (2.125) is negative for \(0 < x < 1\). So there are no solutions of (2.124) except \(x = y = 1\). Therefore (2.123) has no critical points except \(x = y = 1\), and thus the function \(f(x) f(\gamma x + 1 - \gamma)^{-1}\) achieves its supremum at \(x = 0\).

2.5.7 Proof of Lemma 13

Suppose first that \(0 < h < d \log d\). Recall the definition

\[
M_d(h) = \inf_{q \in \Delta_d} \left\{ \sum_{i=1}^{d} F(q_i d) : \sum_{i=1}^{d} f(q_i d) \geq h \right\}
\]  
(2.126)

where \(F(x) = -\log x + x - 1\) and \(f(x) = x \log x - x + 1\). Letting \(x_i = q_i d\) we have

\[
M_d(h) = \inf_{x_i \geq 0} \left\{ \sum_{i=1}^{d} F(x_i) : \sum_{i=1}^{d} f(x_i) \geq h, \quad \sum_{i=1}^{d} x_i = d \right\}
\]  
(2.127)

The gradient of the function \(\sum_{i=1}^{d} F(x_i)\) is zero only at \(x_1 = \cdots = x_d = 1\), hence since \(h > 0\) there are no critical points of \(\sum_{i=1}^{d} F(x_i)\) in the region \(\sum_{i=1}^{d} f(x_i) \geq h\). Thus the infimum in (2.127) is achieved at the boundary where \(\sum_{i=1}^{d} f(x_i) = h\), and so

\[
M_d(h) = \inf_{x_i \geq 0} \left\{ \sum_{i=1}^{d} F(x_i) : \sum_{i=1}^{d} f(x_i) = h, \quad \sum_{i=1}^{d} x_i = d \right\}
\]  
(2.128)

We introduce Lagrange multipliers and define

\[
H(x_i, \alpha, \beta) = \sum_{i=1}^{d} F(x_i) - \alpha \left( \sum_{i=1}^{d} f(x_i) - h \right) - \beta \left( \sum_{i=1}^{d} x_i - d \right)
\]  
(2.129)

The critical equations for \(H\) are

\[
\frac{\partial H}{\partial x_i} = 1 - \frac{1}{x_i} - \alpha \log x_i - \beta = 0
\]
The constraints can be used to eliminate $\beta$ and obtain

$$
\left(1 + \alpha \frac{h}{d}\right) x_i - 1 = \alpha x_i \log x_i, \quad i = 1, \ldots, d
$$

(2.130)

If $\alpha \leq 0$ the equations (2.130) have the unique solution $x_i = 1$ for all $i = 1, \ldots, d$. However this does not satisfy the constraint $\sum_{i=1}^{d} f(x_i) = h$ for $h > 0$. Thus $\alpha > 0$, in which case there are positive numbers $w$ and $z$ satisfying

$$
0 < w < 1 < z < d
$$

such that the solutions of (2.130) are

$$
x_1 = \cdots = x_k = w, \quad x_{k+1} = \cdots = x_d = z
$$

for some $1 \leq k \leq d - 1$. The constraint conditions imply that

$$
kw + (d - k)z = d, \quad kw \log w + (d - k)z \log z = h
$$

Thus (2.128) can be reformulated as

$$
M_d(h) = \inf_{0 < w < z, \ 1 \leq k \leq d - 1} \{-k \log w - (d - k) \log z : \ kw \log w + (d - k)z \log z = h, \ kw + (d - k)z = d\}
$$

(2.131)

We claim that $-k \log w - (d - k) \log z$, subject to the constraints $kw \log w + (d - k)z \log z = h$ and $kw + (d - k)z = d$, is a decreasing function of $k$. In order to show this, we divide (2.131) by $d$ and write $k = td$, and consider the function

$$
Q(w, z, t) = -t \log w - (1 - t) \log z
$$

(2.132)

along with the constraints

$$
tw \log w + (1 - t)z \log z = \frac{h}{d}, \quad tw + (1 - t)z = 1
$$

(2.133)

The constraints (2.133) allow $w, z$ to be defined locally as functions of $t$. This follows from the implicit function theorem since the Jacobian is $t(1 - t) \log(w/z)$; we must have $w < z$ and hence the Jacobian is
nonzero. Solving these constraint equations for the derivatives gives

\[
\begin{align*}
\frac{dw}{dt} &= -w + z - w \log z + w \log w \\
\frac{dz}{dt} &= w - z - z \log w + z \log z \\
\end{align*}
\] (2.134)

Returning to (2.132) we can now compute its derivative with respect to \( t \):

\[
\frac{dQ}{dt} = -\log w + \log z - \frac{t \frac{dw}{dt}}{w} - \frac{1 - t \frac{dz}{dt}}{z}
\]

\[
= -\frac{1}{\log(z/w)} \left[ \frac{(z-w)^2}{zw} - \left( \frac{\log(z/w)}{w} \right)^2 \right]
\] (2.136)

Note that \( 2 \log u \leq u - 1/u \) for all \( u \geq 1 \), hence

\[
\log \left( \frac{z}{w} \right) \leq \sqrt{\frac{z}{w}} - \sqrt{\frac{w}{z}}
\]

and therefore the right side of (2.136) is negative. Thus \( Q \) is a decreasing function of \( t \), and hence the infimum in (2.131) is achieved at the largest possible value of \( k \), namely \( k = d - 1 \). This leads to

\[
M_d(h) = \inf_{z>1} \left\{ -\log z - (d - 1) \log \frac{d - z}{d - 1} : z \log z + (d - z) \log \frac{d - z}{d - 1} = h \right\}
\] (2.137)

The function \( z \log z + (d - z) \log \frac{d - z}{d - 1} \) is monotone increasing, reaching its maximum value \( d \log d \) at \( z = d \). Thus for any \( 0 < h < d \log d \) there is a unique value \( z(d, h) \) satisfying the constraint condition in (2.137). Its derivative is

\[
\frac{\partial z}{\partial h} = \frac{d - z}{d \log z - h} \geq 0
\]

Furthermore the function \( g(z) = -\log z - (d - 1) \log \frac{d - z}{d - 1} \) is also monotone increasing for \( 1 < z < d \), with derivative \( g'(z) = d(z - 1)/z(d - z) \). Thus

\[
M_d(h) - M_d(0) = g(z(d, h)) - g(z(d, 0))
\]

\[
= \int_0^h g'(z(d, h)) \frac{\partial z}{\partial h} \, dh
\]

\[
= \int_0^h \frac{d(1 - z^{-1})}{d \log z - h} \, dh
\]

\[
\geq \int_0^h \frac{1}{z} \frac{d(z - 1)}{d \log z - h} \, dh
\]

\[
= \int_0^h \frac{1}{z} \, dh
\] (2.138)
The constraint condition in (2.137) implies that

\[ h \leq z \log z \leq h + (d - z) \log \frac{d - 1}{d - z} \leq h + z - 1 \]  

(2.139)

Thus

\[ z \leq \frac{h - 1}{\log z - 1} \]  

(2.140)

If \( h \geq 2e^2 \) then the first inequality in (2.139) implies that \( z(d, h) \geq e^2 \), and therefore \( \log z \geq 2 \). From (2.140) it follows that

\[ h \geq 2e^2 \Rightarrow z(d, h) \leq h - 1 \]

Thus from (2.138) we deduce that for \( h \geq 2e^2 \)

\[ M_d(h) - M_d(0) \geq \int_{2e^2}^{h} \frac{dh}{z} \geq \int_{2e^2}^{h} \frac{dh}{h - 1} = \log(h - 1) - \log(2e^2 - 1) \]

Since \( z(d,0) = 1 \) and \( g(1) = 0 \) it follows that \( M_d(0) = 0 \), and hence (2.37) holds.

Finally, to show that \( M_d(x) \) is increasing, note that

\[ \frac{dM_d}{dx} = \left[ -\frac{1}{z} + \frac{d - 1}{d - z} \frac{\partial z}{\partial x} \right] \]  

(2.141)

where \( z \) solves the constraint equation

\[ z \log z + (d - z) \log \left( \frac{d - z}{d - 1} \right) = x \]  

(2.142)

Differentiating (2.142) gives

\[ \frac{\partial z}{\partial x} = \left( \log \left( \frac{z(d - 1)}{d - z} \right) \right)^{-1} > 0 \]

since \( z > 1 \). Also \[ -\frac{1}{z} + \frac{d - 1}{d - z} > 0 \] hence (2.141) shows that \( M_d \) is increasing.

### 2.6 Discussion

Hastings’ Theorem finally settles the question of additivity of Holevo capacity for quantum channels, as well as additivity of minimal output entropy and entanglement of formation. In this paper we have explored in detail the proof of Hastings’ result, and we have provided some estimates for the minimal dimensions necessary in order to find a violation of additivity. The violation of additivity seems to be a small effect for
this class of models, requiring delicate and explicit estimates for the proof. It is an open question whether there are random unitary channels with large violations of additivity. Hastings’ Theorem is non-constructive, and it would be extremely interesting to find explicit channels which demonstrate the effect. Presumably non-additivity of Holevo capacity is generic, and there may be other classes of channels where the effect is larger.

Having established non-additivity of Holevo capacity, one is led to the question of finding useful bounds for the channel capacity $C(\Phi)$. One may even hope to find a compact ‘single-letter’ formula for $C(\Phi)$, though that possibility seems remote. It is likely that the methods introduced by Hastings will prove to be useful in addressing these questions.
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Appendix A

Appendix for Chapter 2

A.1 Derivation of bound for \( Z(n, d) \)

We consider the following integral.

\[
Z = \int \delta \left( 1 - \sum_{i=1}^{d} p_i \right) \prod_{1 \leq i < j \leq d} (p_i - p_j)^2 \prod_{k=1}^{d} p_k^{n-d} dp_k \\
= \frac{1}{(dn-1)!} \int e^{-r \cdot d^{n-1}} dr \int \delta \left( 1 - \sum_{i=1}^{d} p_i \right) \prod_{1 \leq i < j \leq d} (p_i - p_j)^2 \prod_{k=1}^{d} p_k^{n-d} dp_k
\]

(A.1)

(A.2)

Consider the following change of variables.

\[
q_1 = rp_1 \\
\vdots \\
q_{d-1} = rp_{d-1} \\
q_d = r(1 - p_1 - \ldots - p_{d-1})
\]

(A.3)

(A.4)

(A.5)

(A.6)

The Jacobian is

\[
\frac{\partial (q_1, \ldots, q_d)}{\partial (p_1, \ldots, p_{d-1}, r)} = \begin{vmatrix}
  r & \ldots & 0 & p_1 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \ldots & r & p_{d-1} \\
-r & \ldots & -r & 1 - p_1 - \ldots - p_{d-1}
\end{vmatrix} = \begin{vmatrix}
  r & \ldots & 0 & p_1 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \ldots & r & p_{d-1} \\
0 & \ldots & 0 & 1
\end{vmatrix} = r^{d-1}
\]

(A.7)
After the change of variables we have

\[ Z = \frac{1}{(dn - 1)!} \int \prod_{1 \leq i < j \leq d} (q_i - q_j)^2 \prod_{k=1}^{d} e^{-q_k} q_k^{n-d} dq_k. \]  
(A.8)

However,

\[ \prod_{1 \leq i < j \leq d} (q_i - q_j)^2 = \begin{vmatrix} 1 & \ldots & 1 \\ q_1 & \ldots & q_d \\ \vdots & \ddots & \vdots \\ q_1^{d-1} & \ldots & q_d^{d-1} \end{vmatrix}^2 = \begin{vmatrix} 1 & \ldots & 1 \\ p_1(q_1) & \ldots & p_1(q_d) \\ \vdots & \ddots & \vdots \\ p_{d-1}(q_1) & \ldots & p_{d-1}(q_d) \end{vmatrix}. \]  
(A.9)

Here, \( p_k \) is any monic polynomial\(^1\) of degree \( k \). So, set \( p_k = (-1)^k k! L_k^{n-d} \), where \( L_k^{n-d} \) is the Laguerre polynomial. Then, we have

\[ \int p_k(x) p_l(x) e^{-x} x^{n-d} dx = \delta_{kl} \Gamma(n-d+k+1) \Gamma(k+1) \]  
(A.10)

Hence

\[ Z = \frac{1}{(dn - 1)!} \int \left( \sum_{\sigma} \text{sign}(\sigma) \prod_{i=1}^{d} p_{\sigma(i)}(q_i) \right)^2 \prod_{k=1}^{d} e^{-q_k} q_k^{n-d} dq_k \]  
(A.11)

\[ = \frac{1}{(dn - 1)!} \sum_{\sigma} \prod_{k=1}^{d} \int (p_{\sigma(k)}(q_k))^2 e^{-q_k} q_k^{n-d} dq_k \]  
(A.12)

\[ = \frac{\Gamma(d+1)}{\Gamma(dn)} \prod_{k=0}^{d-1} \Gamma(n-d+k+1) \Gamma(k+1) \]  
(A.13)

\[ = \frac{1}{\Gamma(dn)} \prod_{k=1}^{d} \Gamma(n-d+k) \Gamma(k+1). \]  
(A.14)

Here, \( \sigma \) are “permutations”: \( \sigma : \{1, \ldots, d\} \to \{0, \ldots, d-1\} \).

To evaluate this quantity we use the following fact: \( \Gamma(s) \) is approximated by

\[ \exp \left\{ s \log s - s - \frac{1}{2} \log s + \log \sqrt{2\pi} + \log \left( 1 + O\left( \frac{1}{|s|^2} \right) \right) \right\} \]  
(A.15)

as \( s \to +\infty \). Then, we have

\[ \exp\{(s-1) \log s - s\} < \frac{\text{(A.15)}}{\text{(A.15)}} < \exp\{s \log s - s\}. \]

---

\(^1\)A monic polynomial is a polynomial whose highest degree term has coefficient 1. These polynomials are inserted in (A.9) by using properties of the determinant.
Note that the above upper bound is true only for large enough $s$ but in our case it is not a problem. By using these bounds we get a lower bound for (A.14).

First, $\log(1/\Gamma(dn))$ is lower bounded by

$$-(dn) \log(dn) + dn = -dn \log d - dn \log n + dn. \quad (A.16)$$

Secondly, $\log(\prod_{k=1}^d \Gamma(n - d + k))$ is lower bounded by

$$\sum_{k=1}^d (n - d + k - 1) \log(n - d + k) - \sum_{k=1}^d (n - d + k) \quad (A.17)$$

$$= n^2 \sum_{k=1}^d \frac{1}{n} \frac{n - d + k - 1}{n} \log \left(\frac{n - d + k}{n}\right) + \sum_{k=1}^d (n - d + k - 1) \log n - \sum_{k=1}^d (n - d + k). \quad (A.18)$$

The first sum in (A.18) is approximately lower bounded by

$$n^2 \times d \times \frac{n - d}{n} \log \left(\frac{n - d}{n}\right) = d(n - d)(\log(n - d) - \log n) \approx -d^2,$$

as $n \to \infty$. Also, the remaining part in (A.18) is

$$\left(dn - \frac{1}{2}d^2 - \frac{1}{2}d\right) \log n - \left(dn - \frac{1}{2}d^2 + \frac{1}{2}d\right). \quad (A.19)$$

Thirdly, $\log(\prod_{k=1}^d \Gamma(k + 1))$ is lower bounded by

$$\sum_{k=1}^d k \log(k + 1) - \sum_{k=1}^d (k + 1) \quad (A.20)$$

$$= d^2 \sum_{k=1}^d \frac{1}{d} \frac{k}{d} \log \left(\frac{k + 1}{d}\right) + \sum_{k=1}^d k \log d - \sum_{k=1}^d (k + 1). \quad (A.21)$$

Again, the first term in (A.21) is approximately lower bounded by $-d^2$. Also, the remaining part in (A.21) is

$$\left(\frac{1}{2}d^2 + \frac{1}{2}d\right) \log d - \left(\frac{1}{2}d^2 + \frac{3}{2}d\right). \quad (A.22)$$
As a whole, we know that the inside of exp in (A.14) is lower bounded by

\[
(A.16) + (A.19) + (A.22) - 2d^2 = \left[ d^2 - \frac{1}{2} d \right] \log n + \left[ -dn + \frac{1}{2} d^2 + \frac{1}{2} d \right] \log d - 2d^2 - 2d
\]

(A.23)

\[
= -d^2 \log n + (d^2 - dn) \log d + \frac{1}{2} d(d - 1)(\log n - \log d - 4)
\]

(A.24)

\[
\geq -d^2 \log n + (d^2 - dn) \log d
\]

(A.25)

if \((\log n - \log d) \geq 4\). Therefore, we get an upper bound for the normalization constant:

\[
Z(n, d)^{-1} \leq n^{-d^2} d^{d(n-d)}
\]

in this case.

### A.2 Proof of Proposition 14

Let \(Z_1, \ldots, Z_n\) be IID complex Gaussian random vectors with mean zero and variance two. Apply the result (2.87) with \(m = n - 1\) to deduce that

\[
(Z_2, \ldots, Z_n)^T = \rho |\phi\rangle
\]

where \(|\phi\rangle\) is a random unit vector in \(\mathbb{C}^{n-1} \hookrightarrow \mathbb{C}^n\), independent of \(\rho = (|Z_2|^2 + \cdots + |Z_n|^2)^{1/2}\). Then apply (2.87) with \(m = n\) to deduce

\[
(Z_1, \ldots, Z_n)^T = R |\theta\rangle
\]

where \(|\theta\rangle\) is a random unit vector in \(\mathbb{C}^n\), independent of \(R = (|Z_1|^2 + \cdots + |Z_n|^2)^{1/2}\). Let

\[
x = \frac{Z_1}{R} = \frac{Z_1}{\sqrt{|Z_1|^2 + \rho^2}}
\]

(A.27)

and recall that \(|\psi\rangle = (1, 0, \ldots, 0)^T\). Then

\[
|\theta\rangle = \frac{1}{R} (Z_1, \ldots, Z_n)^T = x|\psi\rangle + \frac{\rho}{R} |\phi\rangle = x|\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle
\]

This proves the first part Proposition 14 since \(|\phi\rangle\) is independent of \(Z_1\) and \(\rho\), and hence is independent of \(x\).

To prove the second part of Proposition 14 we use the representation (A.27) to derive the distribution
of \(|x|^2\). We write \(Z_j = X_{2j-1} + iX_{2j}\) where \(\{X_j\}\) are IID real normal random variables with mean zero and variance one, so from (A.27) it follows that

\[
|x|^2 = \frac{X_1^2 + X_2^2}{X_1^2 + \ldots + X_{2n}^2}.
\]

Note that \(X_1^2 + \ldots + X_k^2\) has the following Chi-square probability distribution:

\[
f_k(x) = \frac{1}{2^k \Gamma(k/2)} x^{k/2 - 1} e^{-x/2}
\]

Hence, set

\[
X = X_1^2 + X_2^2 \tag{A.28}
\]

\[
Y = X_3^2 + \ldots + X_{2n}^2 \tag{A.29}
\]

and then \(X\) and \(Y\) are independent and have the following probability distributions

\[
f_X(x) = \frac{1}{2} e^{-x/2} \tag{A.30}
\]

\[
f_Y(y) = \frac{1}{2^{n-1} \Gamma(n-1)} y^{n-2} e^{-y/2} \tag{A.31}
\]

However,

\[
\frac{X}{X+Y} \leq t \Leftrightarrow X(1-t) \leq tY
\]

implies that the cumulative function of \(\frac{X}{X+Y}\) is

\[
\int_0^\infty \left( \int_0^y f_X(x) \, dx \right) f_Y(y) \, dy = \int_0^\infty \left( 1 - e^{-y/2} \right) f_Y(y) \, dy \tag{A.32}
\]

\[
= 1 - \int_0^\infty e^{-y/2} f_Y(y) \, dy \tag{A.33}
\]

\[
= 1 - \frac{1}{2^{n-1} (n-1)!} \int_0^\infty y^{n-2} e^{-y/2} \, dy \tag{A.34}
\]

Here,

\[
\int_0^\infty y^{n-2} e^{-y/2} \, dy = (2(1-t))^{(n-2)} (n-2)! \int_0^\infty e^{-y/2} \, dy \tag{A.35}
\]

\[
= 2^{n-1}(1-t)^{n-1} (n-2)! \tag{A.36}
\]
Therefore

\[ F_{X_{n \rightarrow n}}(t) = 1 - (1 - t)^{n-1} \]
Chapter 3

Average output entropy for quantum channels

Abstract

We study the regularized average Renyi output entropy $S_{r,\text{reg}}$ of quantum channels. This quantity gives information about the average noisiness of the channel output arising from a typical, highly entangled input state in the limit of infinite dimensions. We find a closed expression for $\beta_{r,\text{reg}}$, a quantity which we conjecture to be equal to $S_{r,\text{reg}}$. We find an explicit form for $\beta_{r,\text{reg}}$ for some entanglement-breaking channels, and also for the qubit depolarizing channel $\Delta_\lambda$ as a function of the parameter $\lambda$. We prove equality of the two quantities in some cases, in particular we conclude that for $\Delta_\lambda$ both are non-analytic functions of the variable $\lambda$.

3.1 Introduction

The noisiness of a quantum channel is closely related to its ability to transfer information, and is reflected in the values of the various channel capacities. Much work has been done on understanding the capacities, for example [66] provides a recent survey. These capacities are sometimes difficult to analyze directly, for example the Holevo capacity is computed using multiple output states. Accordingly other more mathematically tractable quantities have been used to measure the amount of noise introduced by the channel. One example is the minimal output Renyi entropy [3] of a channel $\mathcal{A}$, defined for $r \geq 1$:

$$S_{r,\text{min}}(\mathcal{A}) = \min_{|\phi\rangle} \frac{1}{1 - r} \log \text{Tr} (\mathcal{A}(|\phi\rangle\langle\phi|))^r$$
At $r = 1$ this yields the minimal output von Neumann entropy, which has a close connection to the classical capacity of the channel [51]. The entropies for $r > 1$ also provide useful properties of the channel, and in some cases are easier to analyze and compute. The famous additivity conjecture concerns the regularized version of this quantity, which is defined as

$$S^\text{reg}_{r,\text{min}}(A) = \lim_{n \to \infty} \frac{1}{n} S_{r,\text{min}}(A^\otimes n)$$

(the existence of the limit is an easy consequence of the sub-additivity bound $S_{r,\text{min}}(A \otimes B) \leq S_{r,\text{min}}(A) + S_{r,\text{min}}(B)$). While the inequality $S^\text{reg}_{r,\text{min}}(A) \leq S_{r,\text{min}}(A)$ is always true, it was an open question for several years whether equality holds. It is now known that equality does not hold in general [35] [33], so this raises the interesting question of determining $S^\text{reg}_{r,\text{min}}(A)$. Except for those channels where additivity does hold, the value of this regularized quantity is unknown. For channels with non-additive Holevo capacity the classical capacity is also defined by such a regularized quantity, so it is an important problem to find new ways to calculate these regularized limits. In a sense we follow a strategy opposite to the random channel methods used to disprove the additivity conjecture; our high-dimensional channels are products of fixed channels, and thus are constructed explicitly.

In the hopes of finding some new insights into these regularized channel properties we consider a related quantity which also measures the noisiness of the channel, namely the average output Renyi entropy. This measures the entropy of the channel output for typical input states, rather than the smallest value which is used to compute the minimal output entropy. For a finite-dimensional channel this is defined for all $r \geq 1$ by

$$\overline{S}_r(A) = \mathbb{E} \left[ \frac{1}{1 - r} \log \text{Tr} \left( A (|\phi \rangle \langle \phi|) \right)^r \right]$$

where the expectation is computed using the uniform probability measure on the set of input pure states.

We also consider the related quantity

$$\beta_r(A) = \frac{1}{1 - r} \log \mathbb{E} \left[ \text{Tr} \left( A (|\phi \rangle \langle \phi|) \right)^r \right]$$

Note that by Jensen’s inequality

$$\overline{S}_r(A) \geq \beta_r(A) . \quad (3.1)$$

These quantities can be computed (at least numerically) for any given channel. In operational terms, they describe the long-run average output Renyi entropy of the channel for a sequence of random pure input states. Loosely speaking, they measure the average noisiness of an output state from the channel.
As with the minimal Renyi entropy, we also consider the regularized versions of these quantities. However unlike the minimal Renyi entropy, the existence of these regularized limits is not obvious, so we define them conservatively using the lim inf:

\[
\overline{S}_r^{\text{reg}}(A) = \liminf_{n \to \infty} \frac{1}{n} S_r(A^\otimes n) \\
\beta_r^{\text{reg}}(A) = \liminf_{n \to \infty} \frac{1}{n} \beta_r(A^\otimes n)
\]  

(3.2)

We conjecture that the two quantities in (3.2) are equal, however we do not yet have a proof of this for a general channel. For the specific channels we look at in more detail the quantity \( \beta_r^{\text{reg}}(A) \) is given by the expression above with lim inf replaced by lim. But from the closed expression for \( \beta_r^{\text{reg}}(A) \) presented below there is a possibility for more complex limiting behavior.

For one special class of channels we can compute a simple formula for \( \beta_r^{\text{reg}}(A) \) for integer values of \( r \). These are a subset of the entanglement breaking (E-B) channels \([50, 40]\), which can be written in the form \( \mathcal{A}(\rho) = \sum_k \sigma_k \text{Tr}(X_k \rho) \) – for some states \( \sigma_k \) and with \( X_k \) a POVM – meeting the additional condition \( \text{Tr}(\prod_{i=1}^r \sigma_{k_i}) \geq 0 \). For \( r = 2 \) this includes all the E-B channels. For higher \( r \) a particular class of E-B channels that fulfill the condition are the QC channels as defined by Holevo \([55]\), where \( \sigma_k = |k\rangle\langle k| \) are pure states formed by an orthonormal basis. For unital E-B channels which satisfy the condition on the \( \sigma_k \) we can prove even more, namely that \( \overline{S}_r^{\text{reg}}(A) = \beta_r^{\text{reg}}(A) = \log d \).

We consider only finite-dimensional channels with equal input and output dimensions, and we define the dimension of the channel to be this common value. The identity matrix is denoted by \( 1 \).

**Theorem 15** (proof in 3.2.3).

(a) Let \( r \geq 2 \) be an integer, and \( \mathcal{A}(\rho) = \sum \sigma_k \text{Tr}(X_k \rho) \) an entanglement breaking channel satisfying the condition \( \text{Tr}(\prod_{i=1}^r \sigma_{k_i}) \geq 0 \) for all choices of \( \{k_i\} \). Then

\[
\beta_r^{\text{reg}}(A) = \lim_{n \to \infty} \frac{1}{n} \beta_r(A^\otimes n) = \frac{1}{1 - r} \log \text{Tr}(\mathcal{A}(1/d)^r) .
\]

(b) Let \( \mathcal{A} \) be a \( d \)-dimensional unital entanglement-breaking channel, \( \mathcal{A}(1) = 1 \), satisfying the condition \( \text{Tr}(\prod_{i=1}^m \sigma_{k_i}) \) for all integer \( m \geq 2 \). Then for all real \( r \geq 1 \)

\[
\overline{S}_r^{\text{reg}}(A) = \beta_r^{\text{reg}}(A) = \log d .
\]

We also derive an explicit expression for \( \beta_r^{\text{reg}}(A) \) in the general case. The statement of this result requires
some additional notation. First recall the definition of the Choi-Jamiolkowski representation [16] of a channel, namely

$$C(hi(A) = \sum_{x,y} A(|x\rangle\langle y|) \otimes |x\rangle\langle y|$$

where $|x\rangle$ and $|y\rangle$ are orthonormal bases of pure input states. Also let $\text{Sym}(r)$ denote the symmetric group on $r$ letters. Then every element $\alpha \in \text{Sym}(r)$ defines a permutation operator on $(\mathbb{C}^d)^\otimes r$ by $R(\alpha)(v_1 \otimes \cdots \otimes v_r) = v_{\alpha(1)} \otimes \cdots \otimes v_{\alpha(r)}$.

**Definition 16.** Let $\mathcal{A}$ be a channel. For all $\alpha \in \text{Sym}(r)$ define

$$Q_{\mathcal{A},r}(\alpha) = \text{Tr} \left[ \text{Choi}(\mathcal{A}) \otimes^r (R(123 \ldots r) \otimes R(\alpha)) \right]. \quad (3.3)$$

Furthermore, for some channels $\beta_{r}^{\text{reg}}$ is a simple limit. One such class are the entrywise positive maps defined studied in [17].

**Definition 17.** A channel $\mathcal{A}$ is called **entrywise positive** if there exist bases for input and output space such that $\langle s|\mathcal{A}(|x\rangle\langle y|)|t\rangle \geq 0$ for all $x, y, s, t$.

It is clear that this definition is equivalent to $\text{Choi}(\mathcal{A})$ being entrywise positive.

**Theorem 18** (proof in 3.2.4).

(a) Let $r \geq 2$ be an integer and let $Q_{\text{max}} = \max_{\alpha \in \text{Sym}(r)} |Q_{\mathcal{A},r}(\alpha)|$. Then

$$\beta_{r}^{\text{reg}}(\mathcal{A}) = \frac{r \log d - \log Q_{\text{max}}}{r - 1}.$$ 

(b) Let $r \geq 2$ be an integer. If the maximum $Q_{\text{max}}$ is attained for a unique $\alpha$ then the lim inf in $\beta_{r}^{\text{reg}}$ can be replaced with a regular limit:

$$\beta_{r}^{\text{reg}}(\mathcal{A}) = \lim_{n \to \infty} \frac{1}{n} \beta_{r}(\mathcal{A}^\otimes n).$$

(c) If the channel $\mathcal{A}$ is entrywise positive then for all integer $r \geq 2$

$$\beta_{r}^{\text{reg}}(\mathcal{A}) = \lim_{n \to \infty} \frac{1}{n} \beta_{r}(\mathcal{A}^\otimes n).$$

The evaluation of $Q_{\text{max}}$ seems to be a difficult problem in general for large values of $r$. However for two
special permutations the quantity $Q_{A,r}(\pi)$ can be evaluated easily, namely the identity permutation and the full cycle:

$$Q_{A,r}(id) = \text{Tr} A(1)^r, \quad Q_{A,r}(123...r) = \text{Tr} (\text{Choi}(A)^r).$$

Thus for $r = 2$ the result can be stated more explicitly as follows.

**Corollary 19.** Let $A$ be a $d$-dimensional channel, then

$$\beta_{2}^{\text{reg}}(A) = 2 \log d - \log \max[\text{Tr} A(1)^2, \text{Tr} (\text{Choi}(A)^2)]$$

To make further progress we now focus on one of the simplest cases, namely the qubit depolarizing channel $\Delta_\lambda$ [61], where we are able to prove a number of additional results. In particular using concentration of measure arguments [69, 53] we compute the regularized quantity $S^\text{reg}_r(\Delta_\lambda)$ – which we call regularized output entropy in the remainder of the paper – for integer values of $r$, and for a range of values of $\lambda$. One interesting consequence is that this quantity is a non-analytic function of the depolarizing parameter $\lambda$.

Recall the definition of this channel:

$$\Delta_\lambda(\rho) = \lambda \rho + \frac{1 - \lambda}{2} \mathbb{1}$$

The channel is completely positive for $-1/3 \leq \lambda \leq 1$ and is entanglement breaking for $-1/3 \leq \lambda \leq 1/3$.

**Theorem 20** (proof in 3.2.6.2).

(a) For all $r \in \mathbb{N}$, $r \geq 2$, and $\lambda \in [0,1]$,

$$\beta_r^{\text{reg}}(\Delta_\lambda) = \lim_{n \to \infty} \frac{1}{n} \beta_r(\Delta_\lambda^\otimes n) = \min \left\{ 1, \frac{2r - \log [(1 + 3\lambda)^r + 3(1 - \lambda)^r]}{r - 1} \right\}$$

in particular

$$\beta_2^{\text{reg}}(\Delta_\lambda) = \begin{cases} 1 & \lambda \leq 1/\sqrt{3} \\ 2 - \log(1 + 3\lambda^2) & \lambda > 1/\sqrt{3} \end{cases}$$

$$\beta_\infty^{\text{reg}}(\Delta_\lambda) = \begin{cases} 1 & \lambda \leq 1/3 \\ 2 - \log(1 + 3\lambda) & \lambda > 1/3 \end{cases}$$
where $\beta_{reg}^{\infty}(\Delta_\lambda) = \lim_{r \to \infty} \beta_{reg}^r(\Delta_\lambda)$.

(b) For all $r \in \mathbb{N}$, $r \geq 2$, and $\lambda \in J_r$,

$$S_{reg}^r(\Delta_\lambda) = \beta_{reg}^r(\Delta_\lambda),$$

where $J_r = [0, c_r] \cup [d_r, 1] \subset [0, 1]$ for some $0 < c_r < d_r < 1$ (see Table 3.1 in 3.2.6.2). 

From the explicit form given in (a) it is clear that $\beta_{reg}^r(\Delta_\lambda)$ does not have a continuous first derivative for some $\lambda_r \in [1/3, 1/\sqrt{3}]$, in particular it is non-analytic. Because $S_{reg}^r(\Delta_\lambda)$ is defined as the lim inf of a series upper bounded by 1 it is well defined for all $0 \leq \lambda \leq 1$. Furthermore we know from (b) that it is equal to 1 for some range $\lambda \in [0, c_r]$ but at $\lambda = 1$ its value is 0. Therefore $S_{reg}^r(\Delta_\lambda)$ has least one non-analytic point somewhere in the range $\lambda \in [c_r, d_r]$.

It is tempting to associate this non-analyticity with a transition between distinct phases of the model, but the operational meaning of this is unclear at the moment. We conjecture that the quantities $S_{reg}^r(\Delta_\lambda)$ and $\beta_{reg}^r(\Delta_\lambda)$ are in fact equal for all $\lambda$, and for all $r \geq 1$. It is noteworthy that the channel $\Delta_\lambda$ is entanglement-breaking at and below the value $\lambda = 1/3$.

Counterexamples to the additivity conjecture have been found so far by using randomization techniques [34, 28, 6, 33]. This has led to an understanding of the behavior of a typical high-dimensional channel, at least insofar as it affects the minimal output Renyi entropy, by proving the generic existence of channels all of whose output states have high entropy. Here we look from a different point of view, by considering the properties of a typical output state for a product of many copies of a channel. Open questions remain, for example the amount of entanglement in a typical output state. We note that the questions addressed here have a different flavor from arguments based on locality, since here the system is fully entangled across all copies.

### 3.2 Main result

#### 3.2.1 Notation

We work with a general channel $\mathcal{A}$ and its tensor product $\mathcal{C} = \mathcal{A}^\otimes n$. The dimension of $\mathcal{A}$ is

$$d = \dim \mathcal{A}$$
To achieve the results for $S_r^{reg}$ and $\beta_{r}^{reg}$ in Theorems 15, 18 and 20, we first find a closed expression for the average moments for integer $r \geq 2$

$$M_r(C) = E[\text{Tr}(C(|\phi\rangle\langle\phi|)^r)],$$

(3.4)

where averaging is over random pure input states $|\phi\rangle = U|0\rangle$ with $U$ distributed according to the Haar measure on $SU(d^n)$. We then use the relation

$$\beta_{r}^{reg}(A) = \liminf_{n \to \infty} \frac{1}{n(1-2)} \log M_r(A^\otimes n)$$

3.2.2 Evaluating trace moments

We rewrite the trace moment (3.4) by inserting four complete sums that run over the entire input space

$$E[\text{Tr}(C(|\phi\rangle\langle\phi|)^r)]
= E\left[\text{Tr}\left(\sum_{a,b,x,y} |a\rangle\langle a|C(\langle x|\phi\rangle\langle\phi|y\rangle|b\rangle\langle b|)^r\right)\right]
= E\left[\sum_{\{a_i,x_i,y_i\}} \prod_{i=1}^r C_{a_i,x_i,y_i,a_{i+1}} \langle x_i|\phi\rangle\langle\phi|y_i\rangle\right]
= \sum_{\{a_i,x_i,y_i\}} \prod_{i=1}^r C_{a_i,x_i,y_i,a_{i+1}} E\left[\prod_{j=1}^r \langle x_j|\phi\rangle\langle\phi|y_j\rangle\right]$$

(3.5)

with the identification $a_{r+1} = a_1$, and with

$$C_{a_{xyb}} = \langle a|C(|x\rangle\langle y|)|b\rangle$$

the matrix elements of the channel. The expectation value in (3.5)

$$E\left[\prod_{j=1}^r \langle x_j|\phi\rangle\langle\phi|y_j\rangle\right] = E\left[\prod_{j=1}^r \langle x_j|U|0\rangle\langle0|U^*|y_j\rangle\right]$$

(3.6)

of products of matrix elements of unitaries distributed according to the Haar measure may be calculated using Weingarten calculus [67]. The Weingarten function $W : \mathbb{N} \times \text{Sym}(r) \to \mathbb{R}$ maps pairs of dimension $k$
and elements of the symmetric group $\text{Sym}(r)$ into the reals. The general expression is

$$E \left[ U_{i_1 j_1} \cdots U_{i_r j_r} \overline{U_{i'_1 j'_1}} \cdots \overline{U_{i'_r j'_r}} \right] = \sum_{\alpha, \beta \in \text{Sym}(r)} \delta_{\alpha(1)} \delta_{\alpha(r)_{j_1'}} \cdots \delta_{\alpha(r)_{j'_r}} \text{Wg}(k, \beta^{-1} \alpha) .$$

Thus (3.6) simplifies to

$$E \left[ \prod_{j=1}^r \langle x_j | U | 0 \rangle \langle 0 | U^* | y_j \rangle \right] = \sum_{\alpha, \beta \in \text{Sym}(r)} \delta_{\alpha(1)} \delta_{\alpha(r)_{y_1}} \cdots \delta_{\alpha(r)_{y_r}} \text{Wg}(k, \beta^{-1} \alpha) \tag{3.7}$$

$$= \sum_{\alpha \in \text{Sym}(r)} \delta_{\alpha(1)} \delta_{\alpha(r)_{y_1}} \cdots \delta_{\alpha(r)_{y_r}} C_{k, r} \tag{3.8}$$

where $k$ is the input dimension for $C$, and in the last step the Weingarten function is summed over all permutations $\gamma = \beta^{-1} \alpha$. This sum can be evaluated explicitly, as was shown for example in [19]:

$$C_{k, r} = \sum_{\gamma \in \text{Sym}(r)} \text{Wg}(k, \gamma) = \prod_{j=0}^{r-1} \frac{1}{k+j} . \tag{3.9}$$

We plug the evaluated expectation value (3.8) in our original expression (3.5) and get

$$\sum_{\{a_1, x_1, y_1\}} \left( \prod_{i=1}^r C_{a_i x_i y_i a_{i+1}} \cdot \sum_{\alpha \in \text{Sym}(r)} \prod_{j=1}^r \delta_{\alpha(j)_{y_j}} \cdot C_{k, r} \right)$$

$$= C_{k, r} \sum_{\{a_1, x_1\}} \sum_{\alpha \in \text{Sym}(r)} \prod_{i=1}^r C_{a_i x_i \alpha(i) a_{i+1}} . \tag{3.10}$$

Now define

$$Q_{C, r}(\alpha) = \sum_{\{a_1, x_1\}} \prod_{i=1}^r C_{a_i x_i \alpha(i) a_{i+1}} = \sum_{\{x_i\}} \text{Tr} \prod_{i=1}^r C_{x_i \alpha(i)} , \tag{3.11}$$

where the matrices $C_{xy}$ have entries $(C_{xy})_{ab} = C_{a_x y_b}$ or more simply $C_{xy} = C(\langle x \rangle \langle y \rangle)$. If it is clear from context we may omit one or both subscripts $Q(\alpha) = Q_C(\alpha) = Q_{C, r}(\alpha)$. These are the terms we will analyze to a great length in the rest of the work.

The $Q$ defined in this way is identical to the one from Definition [16]. This can be seen from the following calculation.
\[
\text{Tr} \left( \text{Choi}(\mathcal{C})^\otimes r (\mathcal{R}(123\ldots r) \otimes \mathcal{R}(\alpha)) \right) \\
= \sum \{a_1, x_1\} \otimes \cdots \otimes \{a_r, x_r\} \langle \text{Choi}(\mathcal{C})^\otimes r |a_2, x_{\alpha(1)}\rangle \otimes \cdots \otimes |a_1, x_{\alpha(r)}\rangle \\
= \sum \{a_1|x_1\} \langle |x_{\alpha(1)}\rangle |a_2\rangle \langle |x_{\alpha(2)}\rangle |a_3\rangle \cdots \\
= \sum \prod_{i=1}^r C_{a_i x_i x_{\alpha(i)} a_{i+1}} \\
= Q_{\mathcal{C}, r}(\alpha).
\]

In terms of the \( Q_{\mathcal{C}} \) we get our final working expression for the average moments

\[
M_r(\mathcal{C}) = C_{k, r} \sum_{\alpha \in \text{Sym}(r)} Q_{\mathcal{C}}(\alpha).
\]

In general \( Q_{\mathcal{C}}(\alpha) \) could have complex values. However in some cases it can be shown to be real. In particular for the depolarizing channel it follows directly from \( \mathcal{C}_{axyb} \geq 0 \) that \( Q_{\mathcal{C}}(\alpha) \) is positive.

### 3.2.3 Product channels

In the case where \( \mathcal{C} \) is a tensor product \( \mathcal{C} = \mathcal{D} \otimes \mathcal{E} \) we work in the product base \( |x\rangle = |x'x''\rangle \). Now the tensor and channel application are interchangeable

\[
\mathcal{D} \otimes \mathcal{E}_{xy} = \mathcal{D} \otimes \mathcal{E}(|x'x''\rangle \langle y'y''|) \\
= \mathcal{D}(|x'\rangle \langle y'|) \otimes \mathcal{E}(|x''\rangle \langle y''|) \\
= \mathcal{D}_{x'} y' \otimes \mathcal{E}_{x''y''}.
\]
And therefore, the $Q_{D\otimes E}(\alpha)$ factors

$$
Q_{D\otimes E}(\alpha) = \sum_{\{x_i\}_{i=1}^r} \text{Tr} \prod_{i=1}^r D \otimes \mathcal{E}_{x_i x_{a(i)}}
$$

$$
= \sum_{\{x'_i, x''_i\}_{i=1}^r} \text{Tr} \prod_{i=1}^r D_{x'_i x'_{a(i)}} \otimes \mathcal{E}_{x''_i x''_{a(i)}}
$$

$$
= \sum_{\{x'_i\}_{i=1}^r} \text{Tr} \prod_{i=1}^r D_{x'_i x'_{a(i)}} \sum_{\{x''_i\}_{i=1}^r} \text{Tr} \prod_{i=1}^r \mathcal{E}_{x''_i x''_{a(i)}}
$$

$$
= Q_D(\alpha) Q_E(\alpha). \quad (3.12)
$$

### 3.2.4 Average moments of $A^\otimes n$

If we set $C = A^\otimes n$ the average moment factors as above, the dimension is $k = d^n$ and according to (3.12) we get

$$
M_r(A^\otimes n) = C_{d^n, r} \sum_{\alpha \in \text{Sym}(r)} Q_{A, r}(\alpha)^n. \quad (3.13)
$$

When the meaning is clear from the context we suppress the index in $Q_{A}$. The limiting behavior of this sum is relatively simple and determines the quantity $\beta_{r, \text{reg}}(A)$ as described in the following theorem.

**Theorem 18**  
(a) Let $r \geq 2$ be an integer and let $Q_{\text{max}} = \max_{\alpha \in \text{Sym}(r)} |Q_{A, r}(\alpha)|$. Then

$$
\beta_{r, \text{reg}}(A) = \frac{r \log d - \log Q_{\text{max}}}{r - 1}.
$$

(b) Let $r \geq 2$ be an integer. If the maximum $Q_{\text{max}}$ is attained for a unique $\alpha$ then the lim inf in $\beta_{r, \text{reg}}$ can be replaced with a regular limit:

$$
\beta_{r, \text{reg}}(A) = \lim_{n \to \infty} \frac{1}{n} \beta_r(A^\otimes n).
$$

(c) If the channel $A$ is entrywise positive then for all integer $r \geq 2$

$$
\beta_{r, \text{reg}}(A) = \lim_{n \to \infty} \frac{1}{n} \beta_r(A^\otimes n).
$$
Proof. (a) From the definition of (3.2) and (3.13) we have

\[ \beta^\text{reg}_r(A) = \lim_{n \to \infty} \frac{1}{n(1-r)} \log M_r(A^\otimes n) \]

\[ = \lim_{n \to \infty} \frac{1}{n(1-r)} \log \left[ C_{d^n, r} \sum_{\alpha} Q(\alpha)^n \right] \]

Note that

\[ C_{d^n, r} \sum_{\alpha} Q(\alpha)^n = \left| C_{d^n, r} \sum_{\alpha} Q(\alpha)^n \right| \]

\[ \leq C_{d^n, r} \sum_{\alpha} |Q(\alpha)|^n \]

\[ \leq d^{-nr} \sum_{\alpha} Q^n_{\text{max}} \]

\[ = r! d^{-nr} Q^n_{\text{max}} \]

Since \( M_r(A^\otimes n) \leq 1 \) we have

\[ \beta^\text{reg}_r(A) = \frac{1}{r-1} \lim_{n \to \infty} \frac{1}{n} \log \left[ C_{d^n, r} \sum_{\alpha} Q(\alpha)^n \right]^{-1} \]

\[ \geq \frac{1}{r-1} \lim_{n \to \infty} \frac{1}{n} \log \left( r! d^{-nr} Q^n_{\text{max}} \right)^{-1} \]

\[ = \frac{1}{r-1} \log \left( d^r Q^{-1}_{\text{max}} \right) \]

\[ = \frac{r \log d - \log Q_{\text{max}}}{r-1} \] (3.14)

In order to prove equality, we will use the existence of a subsequence \( \{n_j\} \) such that

\[ \lim_{j \to \infty} \frac{1}{n_j(1-r)} \log \left[ C_{d^{n_j}, r} \sum_{\alpha} Q(\alpha)^{n_j} \right] \leq \frac{r \log d - \log Q_{\text{max}}}{r-1} \] (3.14)

To this end, let \( \{\alpha_1, \ldots, \alpha_N\} \) be the maximizers satisfying \( |Q(\alpha_i)| = Q_{\text{max}} \), so that \( Q(\alpha_i) = Q_{\text{max}} e^{2\pi i \gamma_i} \) for some \( \gamma_i \in [0, 1) \). It is a basic result from simultaneous Diophantine approximations (using the Dirichlet box principle) that for any \( \epsilon > 0 \) there is an increasing sequence of positive integers \( n_j \) such that \( \max_{i} \{n_j \gamma_i\} < \epsilon \) for all \( j \), where \( \{x\} \) denotes the distance to the closest integer. Choose \( \epsilon = 1/6 \), then we have

\[ \left| \sum_{i=1}^{N} Q(\alpha_i)^{n_j} \right| = Q^n_{\text{max}} \left| \sum_{i=1}^{N} e^{2\pi i n_j \gamma_i} \right| \]

\[ \geq Q^n_{\text{max}} \frac{N}{2} \] (3.15)
Furthermore, there is $\Theta < 1$ such that

$$|Q(\alpha')| \leq Q_{\text{max}} \cdot \Theta$$

for all $\alpha'$ which are not maximizers. Thus

$$C_{d^n, r} \sum_{\alpha} Q(\alpha)^{n_j} = C_{d^n, r} \left| \sum_{\alpha} Q(\alpha)^{n_j} \right|
\geq C_{d^n, r} \cdot Q_{\text{max}} \cdot \left( \frac{N}{2} - C_{d^n, r} \left| \sum_{\alpha'} Q(\alpha')^{n_j} \right| \right)
\geq C_{d^n, r} \cdot Q_{\text{max}} \left( \frac{N}{2} - r! \Theta^{n_j} \right)$$

Since $\Theta < 1$, for $j$ sufficiently large we have $\frac{N}{2} - r! \Theta^{n_j} \geq \frac{1}{3}$, thus for $j$ sufficiently large

$$\frac{1}{n_j(1-r)} \left[ \log C_{d^n, r} \sum_{\alpha} Q(\alpha)^{n_j} \right]
\leq \frac{1}{r-1} \frac{1}{n_j} \log \left( 3Q_{\text{max}}^{-n_j} C_{d^n, r}^{-1} \right).$$

Using $\lim_{n \to \infty} (d^n C_{d^n, r}) = 1$, the result follows immediately.

(b) Let $\alpha_0 \in \text{Sym}(r)$ be the unique permutation satisfying $|Q(\alpha_0)| = Q_{\text{max}}$, so that $N = 1$ in the notation of (a). Then (3.15) is replaced by the equality

$$|Q(\alpha_0)^n| = Q_{\text{max}}^n$$

which holds for every $n$. Thus the inequality (3.14) is true for every $n$, hence the upper and lower bound yield the existence of the limit.

(c) If $A$ is entrywise positive then every term $Q(\alpha)$ is also positive. Thus the inequality (3.15) is replaced by

$$\left| \sum_{i=1}^{N} Q(\alpha_i)^n \right| = N Q_{\text{max}}^n$$

and this holds for every $n$. Thus again (3.14) is true for every $n$, and the result follows.

3.2.5 Entanglement breaking channels

After dealing with basic facts about $\beta^{\text{reg}}_r$ we turn our attention to the special case of entanglement breaking channels. In this case calculating the relevant $Q$-terms and studying their properties is particularly easy.

We restate and then prove Theorem 13 from the introduction.
Theorem\textsuperscript{15}  \( (a) \) Let \( r \geq 2 \) be an integer, and \( A(\rho) = \sum \sigma_k \text{Tr} (X_k \rho) \) an entanglement breaking channel satisfying the condition \( \text{Tr} (\prod_{i=1}^m \sigma_k) \geq 0 \) for all choices of \( \{k_i\} \). Then

\[
\beta_{r}^{\text{reg}}(A) = \lim_{n \to \infty} \frac{1}{n} \beta_r(A^\otimes n) = \frac{1}{1-r} \log \text{Tr} (A(1/d)^r) .
\]

(b) Let \( A \) be a \( d \)-dimensional unital entanglement-breaking channel, \( A(1) = 1 \), satisfying the condition 
\( \text{Tr} (\prod_{i=1}^m \sigma_k) \) for all integer \( m \geq 2 \). Then for all real \( r \geq 1 \)

\[
\overline{S}_{r}^{\text{reg}}(A) = \beta_{r}^{\text{reg}}(A) = \log d .
\]

Proof.  \( (a) \) The result follows immediately from Lemma\textsuperscript{21} and Theorem\textsuperscript{18}.

\( (b) \) For a unital entanglement breaking channel \( \beta_{r}^{\text{reg}}(A) \) attains its maximal value \( \log d \) which is at the same time the maximal possible value of \( \overline{S}_{r}^{\text{reg}}(A) \). So, with inequality \( (3.1) \) it follows that \( \overline{S}_{r}^{\text{reg}}(A) = \beta_{r}^{\text{reg}}(A) = \log d \) for all integer \( r \geq 2 \). In the following we extend this result to all real \( r \geq 1 \).

Consider the derivatives of the function \( f_n(r) = \frac{1}{n} \log \mathbb{E} [\text{Tr} (A^\otimes n (|\phi\rangle \langle \phi|)^r)] / \ln 2 \) with respect to \( r \), and set \( \rho = A^\otimes n (|\phi\rangle \langle \phi|) \)

\[
f'_n(r) = -\frac{1}{n} \mathbb{E} [\text{Tr} \rho^r]^{-1} \mathbb{E} [\text{Tr} (\rho^r \ln \rho)] / \ln 2 < 0
\]

\[
f''_n(r) = -\frac{1}{n} \mathbb{E} [\text{Tr} \rho^r]^{-1} \mathbb{E} [\text{Tr} (\rho^r (\ln \rho)^2)] / \ln 2 - \frac{1}{n} \mathbb{E} [\text{Tr} \rho^r]^{-2} \mathbb{E} [\text{Tr} (\rho^r \ln \rho)]^2 / \ln 2 > 0 \quad (3.16)
\]

To prove the second inequality we use two applications of the Cauchy-Schwarz inequality. First \( |\text{Tr} (AB)| \leq \text{Tr} (A^2)^{1/2} \text{Tr} (B^2)^{1/2} \) with \( A = \rho^r \) and \( B = \rho^{r/2} \ln \rho \), and then \( \mathbb{E} |XY|^2 \leq \mathbb{E} [X^2] \mathbb{E} [Y^2] \) to deduce

\[
\mathbb{E} [\text{Tr} (\rho^r \ln \rho)]^2 \leq \mathbb{E} [(\text{Tr} (\rho^r (\ln \rho)^2))^{1/2} (\text{Tr} \rho^r)^{1/2}]^2 \leq \mathbb{E} [\text{Tr} (\rho^r (\ln \rho)^2)] \mathbb{E} [\text{Tr} \rho^r] \]

Therefore, the function \( f_n(r) \) is convex in \( r \) for \( r > 0 \). We also know that \( f_n(r) \geq (1-r) \log d \) for any real \( r \geq 1 \) and \( \lim_{n \to \infty} f_n(r) = (1-r) \log d \) for any integer \( r \geq 1 \). Therefore, for any integer \( r_0 \geq 1 \) and \( r \in [r_0, r_0 + 1) \) we have upper and lower bounds

\[
f_n(r_0)(r_0 + 1 - r) + f_n(r_0 + 1)(r - r_0) \geq f_n(r) \geq (1-r) \log d . \quad (3.17)
\]

Thus we have \( \lim_{n \to \infty} f_n(r) = (1-r) \log d \) for all real \( r \geq 1 \). Dividing by \( 1-r \) gives \( \lim_{n \to \infty} \frac{1}{n} S_r(A^\otimes n) = \log d \) the desired equality for all \( r > 1 \).

Finally, for \( r = 1 \) the \text{Renyi} entropy is defined as the Neumann entropy, which equals the limit \( \frac{1}{n} S_1(A^\otimes n) = \).
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\[ \lim_{r \to 1} \frac{f_n(r)}{r} = -f'_n(1). \] Again, using the bound (3.17) with \( r_0 = 1 \) (and noting that \( f_n(1) = 0 \)) we get
\[ -f_n(2)(1 - r) \geq f_n(r) \geq (1 - r) \log d \]
so
\[ -f_n(2) \leq \frac{f_n(r)}{1 - r} \leq \log d \]
which implies \( -f_n(2) \leq \frac{1}{n}S_1(A^{\otimes n}) \leq \log d \). But as \( \lim_{n \to \infty} -f_n(2) = \log d \) both sides of the bound become equal and we have \( \lim_{n \to \infty} \frac{1}{n}S_1(A^{\otimes n}) = \log d \) as well.

**Lemma 21.** Let \( A \) be an entanglement breaking channel with
\[ \text{Tr} \left( \prod_{i=1}^{r} \sigma_{k_i} \right) \geq 0 \] (3.18)
for all choices of \( \{k_i\} \), then \( \alpha = \text{id} \) is the unique maximum of \( Q_{A,r} \) so \( Q_{\text{max}} = Q_{A,r}(\text{id}) = \text{Tr} ((A(1)^r)'.

**Proof.** Entanglement breaking channels are of the form \( A(\rho) = \sum \sigma_k \text{Tr}(X_k \rho) \) where the \( \sigma_k \) are density matrices and the \( X_k \) constitute a POVM. Therefore we calculate
\[
|Q(\alpha)| = \left| \sum_{\{x_i\}} \prod_{i=1}^{r} A_{x_i, x_{\alpha(i)}} \right|
= \left| \sum_{\{x_i\}} \prod_{i=1}^{r} \sum_k \sigma_k \text{Tr}(X_k |x_i\rangle\langle x_{\alpha(i)}|) \right|
= \left| \sum_{\{x_i,k_i\}} \prod_{i=1}^{r} \sigma_{k_i} \prod_{i=1}^{r} \text{Tr}(X_k |x_i\rangle\langle x_{\alpha(i)}|) \right|
\leq \sum_{\{k_i\}} \prod_{i=1}^{r} \sigma_{k_i} \prod_{\{x_i\}} \prod_{i=1}^{r} \langle x_{\alpha(i)}|X_k |x_i\rangle (3.19)
\]
where condition (3.18) is used in the last step. The term on the right side of the last line can be rewritten as a product of traces
\[
\sum_{\{x_i\}} \prod_{i=1}^{r} \langle x_{\alpha(i)}|X_k |x_i\rangle = \sum_{\{x_i\}} \cdots \langle x_{\alpha^2(1)}|X_{k_{\alpha(1)}}|x_{\alpha(1)}\rangle \langle x_{\alpha(1)}|X_{k_1}|x_1\rangle
= \prod_{\gamma \in \alpha} \text{Tr} \prod_{i \in \gamma^{-1}} X_{k_i}
\]
where \( \gamma \in \alpha \) are the sub-cycles of \( \alpha \) and \( \prod_{i \in \gamma^{-1}} \) is a product over the numbers in \( \gamma^{-1} \).

Now consider any set of operators \( Y_j \geq 0 \), using the spectral decomposition \( Y_j = \sum_k \lambda_{k,j} |k\rangle\langle j| \) we
have

$$\left| \text{Tr} \prod_{j=1}^{m} Y_j \right| = \left| \sum_{j=1 \ldots m} \lambda_{k_1,1} \ldots \lambda_{k_m,m} \text{Tr} (|k_1\rangle_1 \langle k_1|_1 \ldots |k_m\rangle_m \langle k_m|_m) \right|$$  \hspace{1cm} (3.20)

$$\leq \sum_{j=1 \ldots m} \lambda_{k_1,1} \ldots \lambda_{k_m,m} = \prod_{j=1}^{m} \text{Tr} Y_j.$$ 

Equality holds only in the following cases:

- If $m = 1$.

- If any of the $Y_j$’s equals zero.

- If all the $Y_j$ are a multiple of a one-dimensional projection.

To see that there are no other possibilities consider the case where $m \geq 2$ and all $Y_j$ are rank one but they don’t have the same eigenvectors. Now the sum in (3.20) contains the overlap of the eigenvectors which is smaller than one in absolute value because some eigenvectors are not the same. Therefore there is no equality. Finally, consider the case where $m \geq 2$, where all the $Y_j$ have at least rank one and where there exists a $j_0$ such that $Y_{j_0}$ has rank two or higher. On the RHS of (3.20), choose the $k_j$ such that all $\lambda_{k_j}$ are non-zero. For $k_{j_0}$ there are two or more choices and for one of those choices the trace term has to be smaller than one in absolute value. Therefore equality cannot hold in this case.

Returning to the $X_j$ we see that if any $X_j = 0$ we can drop it from our POVM without changing the channel $\mathcal{A}$. Also if say $X_1 = qX_2$ are multiples of each other then we can combine them to $\tilde{X}_1 = X_1 + X_2$ and $\tilde{\sigma}_1 = (\sigma_1 + q\sigma_2)/(1 + q)$ again without changing $\mathcal{A}$. Therefore we can assume no $X_j$ equals zero and no two $X_j$ are multiples of each other, then equality is only possible if $m = 1$. It follows that

$$\left| \prod_{\gamma \in \alpha} \text{Tr} \prod_{i \in \gamma^{-1}} X_{k_i} \right| \leq \prod_{i=1}^{r} \text{Tr} X_{k_i},$$

can only be equality if all cycles in $\alpha$ have length one, i.e. $\alpha = \text{id}$.

Combining the last inequality with (3.19) we get

$$|Q(\alpha)| \leq \sum_{\{k_j\}_{j=1 \ldots r}} \text{Tr} \left( \prod_{i=1}^{r} \sigma_{k_i} \right) \prod_{i=1}^{r} \text{Tr} X_{k_i} = Q(\text{id})$$
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with equality if and only if $\alpha = \text{id}$. And finally,

$$Q(\text{id}) = \sum_{\{k_i\}} \text{Tr} \left( \prod_{i=1}^{r} \sigma_{k_i} \right) \prod_{i=1}^{r} \text{Tr} X_{k_i}$$

$$= \sum_{\{k_i\}} \text{Tr} \left( \prod_{i=1}^{r} \sigma_{k_i} \text{Tr} X_{k_i} \right)$$

$$= \text{Tr} \left( \prod_{i=1}^{r} \sum_{k} \sigma_{k} \text{Tr} X_{k} \right)$$

$$= \text{Tr} (A(\mathbb{I})^r).$$

3.2.6 The qubit depolarizing channel

3.2.6.1 Evaluating $Q_{\Delta_{\lambda}}(\alpha)$

In this section we calculate $Q_{\Delta_{\lambda}}(\alpha)$ for $\alpha = \text{id}$ and $\alpha = (1 \ldots r)$. As we prove in Lemma \ref{lemma:max_val} in 3.3.1 one of these two terms is always maximal, $Q_{\text{max}} = \max \{ Q_{\Delta_{\lambda}}(\text{id}), Q_{\Delta_{\lambda}}((1 \ldots r)) \}$, so they are of particular interest.

We have

$$Q_{\Delta_{\lambda}}(\text{id}) = \text{Tr} \Delta_{\lambda}(\mathbb{I})^r = \text{Tr} \mathbb{I} = 2$$

To evaluate the second $Q$-term we consider a slightly more general channel $A$ with Choi-Jamiolkowski representation

$$\text{Choi}(\Delta_{\lambda}) = \begin{pmatrix} \mu & 0 & 0 & \lambda \\ 0 & \nu & \kappa & 0 \\ 0 & \kappa & \nu & 0 \\ \lambda & 0 & 0 & \mu \end{pmatrix}.$$ 

This matrix has diagonal block form with blocks

$$\begin{pmatrix} \mu & \lambda \\ \lambda & \mu \end{pmatrix}, \begin{pmatrix} \nu & \kappa \\ \kappa & \nu \end{pmatrix}.$$ 

We need to raise the matrix to the $r$-th power, which gives

$$\begin{pmatrix} \mu & \lambda \\ \lambda & \mu \end{pmatrix}^r = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} (\mu + \lambda)^r & 0 \\ 0 & (\mu - \lambda)^r \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$
Table 3.1: Range parameters of Theorem 20

<table>
<thead>
<tr>
<th>r</th>
<th>c_r</th>
<th>d_r</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.577</td>
<td>.732</td>
</tr>
<tr>
<td>3</td>
<td>.5</td>
<td>.835</td>
</tr>
<tr>
<td>4</td>
<td>.458</td>
<td>.878</td>
</tr>
<tr>
<td>10</td>
<td>.381</td>
<td>.953</td>
</tr>
<tr>
<td>100</td>
<td>.338</td>
<td>.995</td>
</tr>
</tbody>
</table>

and similarly for the second matrix. Therefore we get

$$Q_{\mathcal{A}}((1\ldots r)) = \text{Tr} \left( \text{Choi}^r_{\Delta_{\lambda}} \right) = (\mu + \lambda)^r + (\mu - \lambda)^r + (\nu + \kappa)^r + (\nu - \kappa)^r. \quad (3.21)$$

For $\mathcal{A} = \Delta_{\lambda}$ we have $\mu = \frac{1+\lambda}{2}$, $\nu = \frac{1-\lambda}{2}$ and $\kappa = 0$, so

$$Q_{\Delta_{\lambda}}((1\ldots r)) = \left( \frac{1+3\lambda}{2} \right)^r + 3 \left( \frac{1-\lambda}{2} \right)^r.$$ 

In 3.4.2 we compute the $Q((1\ldots r))$ for any dimension $d \geq 2$.

More generally, whenever $\alpha$ is a product of cycles of consecutive numbers the sum factors as shown in Lemma 24 e.g. $Q((123)(45)) = \frac{1}{d} Q((123)) Q((45))$.

3.2.6.2 **Regularized output entropy of $\Delta_{\lambda}^\otimes n$**

We are now ready to prove the main theorem.
Theorem 20. (a) For all \( r \in \mathbb{N}, r \geq 2, \) and \( \lambda \in [0,1], \)

\[
\beta_r^{\text{reg}}(\Delta_\lambda) = \lim_{n \to \infty} \frac{1}{n} \beta_r(\Delta_\lambda^\otimes n) = \min \left\{ 1, \frac{2r - \log [(1 + 3\lambda)^r + 3(1 - \lambda)^r]}{r - 1} \right\} \tag{3.22}
\]

in particular

\[
\beta_2^{\text{reg}}(\Delta_\lambda) = \begin{cases} 
1 & \lambda \leq 1/\sqrt{3} \\
2 - \log(1 + 3\lambda) & \lambda > 1/\sqrt{3}
\end{cases}
\]

\[
\beta_\infty^{\text{reg}}(\Delta_\lambda) = \begin{cases} 
1 & \lambda \leq 1/3 \\
2 - \log(1 + 3\lambda) & \lambda > 1/3
\end{cases}
\]

where \( \beta_\infty^{\text{reg}}(\Delta_\lambda) = \lim_{r \to \infty} \beta_r^{\text{reg}}(\Delta_\lambda). \)

(b) For all \( r \in \mathbb{N}, r \geq 2, \) and \( \lambda \in J_r, \)

\[
\Sigma_r^{\text{reg}}(\Delta_\lambda) = \beta_r^{\text{reg}}(\Delta_\lambda) \tag{3.23}
\]

where \( J_r = [0, c_r] \cup [d_r, 1] \subset [0,1] \) for some \( 0 < c_r < d_r < 1 \) (see Table 3.1).

The regularized output entropy for \( r = 2 \) and the lower bound of the same for \( r = \infty \) are plotted in Figure 3.1. We expect that (3.23) holds for all \( \lambda. \) The regularized output entropy is maximal when

\[
2 \geq \left( \frac{1 + 3\lambda}{2} \right)^r + 3 \left( \frac{1 - \lambda}{2} \right)^r
\]

which holds for all \( r \) when \( \lambda \leq 1/3. \) It’s interesting to note that \( \lambda \leq 1/3 \) is also the condition for \( \Delta_\lambda \) to be entanglement breaking.

Proof. (a) From [3.4.2] we know that \( Q(\text{id}) = 2 \) and \( Q((1\ldots r)) = \left( \frac{1 + 3\lambda}{2} \right)^r + 3 \left( \frac{1 - \lambda}{2} \right)^r. \) In Lemma 27 in 3.3.1 we prove that one of these two \( Q \)-terms yields the maximal value, i.e. for any \( \lambda \in [0,1] \)

\[
Q_{\text{max}} = \max \left\{ 2, \left( \frac{1 + 3\lambda}{2} \right)^r + 3 \left( \frac{1 - \lambda}{2} \right)^r \right\}.
\]

Additionally, \( \Delta_\lambda \) is entrywise positive for \( \lambda \in [0,1]. \) Therefore we can apply parts (a) and (c) of Theorem 18 and (3.22) follows immediately.

In the case \( r = 2 \) we have

\[
\frac{2 \cdot 2 - \log [(1 + 3\lambda)^2 + 3(1 - \lambda)^2]}{2 - 1} = 4 - \log(4 + 12\lambda^2)
\]

\[
= 2 - \log(1 + 3\lambda^2),
\]
and in the case \( r = \infty \) we have
\[
\lim_{r \to \infty} \beta_r^{\text{reg}}(\Delta_\lambda) = \lim_{r \to \infty} \frac{2r - \log((1 + 3\lambda)^r + 3(1 - \lambda)^r)}{r - 1} \]
\[
= \lim_{r \to \infty} \frac{2r - r \log(1 + 3\lambda)}{r - 1} = 2 - \log(1 + 3\lambda).
\]

(b) Define the functions
\[
f(|\phi\rangle) = \Tr(\Delta_\lambda^{\otimes n}(|\phi\rangle\langle \phi|)^r)\]
\[
g(x) = \frac{1}{n(1 - r)} \log x,
\]
and the two series (notice the \( n \) dependency in the definition of \( f \))
\[
a_n = g(\mathbb{E}f),
\]
\[
b_n = \mathbb{E}g \circ f.
\]

The only difference between \( a_n \) and \( b_n \) is the position at which the averaging over pure inputs \(|\phi\rangle\) takes places. As a result, \( a_n = \frac{1}{n} \beta_r(\Delta_\lambda^{\otimes n}) \) contains the average moments that have been considered in previous sections, and \( b_n = \frac{1}{n} S_r(\Delta_\lambda^{\otimes n}) \) is the Renyi output entropy per systems. By Jensen’s inequality and because the maximal output entropy is \( \log 2 = 1 \) we have the bounds \( a_n \leq b_n \leq 1 \) for any \( \lambda \). Our goal is to prove that the two series have the same limit for \( \lambda \in [0, c_r] \cup [d_r, 1] \).

From part (a) we know
\[
\lim_{n \to \infty} a_n = \frac{r - \log Q_{\text{max}}}{r - 1}.
\]
First, choose \( c(r) \) such that \( 2 \geq (\frac{1 + \lambda}{2})^r + 3(\frac{1 - \lambda}{2})^r \) for all \( \lambda \in [0, c] \). Then we have \( Q_{\text{max}} = 2 \), and so
\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = S_r^{\text{reg}}(\Delta_\lambda) = 1.
\]
Now only (3.23) remains to be proved for the range \( \lambda \in [d, 1] \) with \( d \) still to be determined.

In Proposition 3.2 in 3.3.2 we prove that the Lipschitz constant \( \eta \) of the map \( f \) is bounded by \( \eta \leq \sqrt{2r\kappa^n} \) for \( \kappa = \lambda + \frac{1 - \lambda}{\sqrt{2}} \). From Levy’s Lemma (according to Lemma III.1 in [34]) we know that the values of \( f \)
concentrate around their average

$$\Pr(|f(\phi) - Ef| > \alpha_n) \leq 4 \exp \left( -C(k + 1) \frac{\alpha_n^2}{n^2} \right) =: \epsilon_n \quad (3.24)$$

with $k = 2 \cdot 2^n - 1$ the (real) dimension of the sphere of input states, $C = (9\pi^3 \ln 2)^{-1}$, and we choose the deviation

$$\alpha_n = \frac{1}{2} N \left( \frac{Q_{\text{max}}}{2^r} \right)^n \approx \frac{1}{2} \mathbb{E} f$$

where $N \geq 1$ is the multiplicity of the maximum of $Q(\alpha)$, that is, $\alpha_n$ is half of the dominant term of $\mathbb{E} f$ (see prove of Theorem 18). Now $\alpha_n \to 0$ (apart from the special case $\lambda = 1$) and $\mathbb{E} f - \alpha_n > 0$ which is required in a later step. To ensure concentration for large $n$ the exponent $(k + 1) \frac{n^2}{r^2}$ needs to become large. Taking the $2^r$-th root we get

$$\left( (k + 1) \frac{\alpha_n^2}{n^2} \right)^{1/2n} = \left( 2 \cdot 2^{2n} \frac{N}{2^r} \left( \frac{Q_{\text{max}}}{2^r} \right)^{2n} \right)^{1/2n}$$

$$\approx \sqrt{2} \frac{Q_{\text{max}}}{2^r}$$

where the approximation becomes equality in the large $n$ limit. If this term is larger than 1 we have the required divergence, this gives the following inequality

$$\frac{Q_{\text{max}}}{2^r} > \frac{\kappa}{\sqrt{2}}. \quad (3.25)$$

This condition gives the lower bound $d_r$ for the $\lambda$ values for which (3.23) holds. Both sides of the inequality are plotted in Figure 3.2. For some values of $r$ the range parameters can be found in Table 3.1.

To transform (3.24) into a statement about the range of $g$ - and whence about $a_n$ - we need a condition that implies $|f(\phi) - Ef| > \alpha_n$. We set $\alpha'_n = \frac{1}{n(r-1)} \frac{\alpha_n}{\mathbb{E} f - \alpha_n} > |g(\mathbb{E} f) - g(\cdot) - g(\mathbb{E} f - \alpha_n)| > |g(\mathbb{E} f) - g(\mathbb{E} f + \alpha_n)|$ where the second inequality follows from convexity of $g$. Then for any $x$ we have

$$|g(\mathbb{E} f) - g(x)| > \alpha'_n \Rightarrow |\mathbb{E} f - x| > \alpha_n.$$

Therefore, the values of $g \circ f$ concentrate around $a_n = g(\mathbb{E} f)$

$$\Pr(|g \circ f(\phi) - a_n| > \alpha'_n) \leq \epsilon_n.$$
Figure 3.2: Plots of both sides of (3.25) for some $r$ values to determine the range of validity.

For $\alpha'_n$ we calculate

$$\lim_{n \to \infty} \alpha'_n = \lim_{n \to \infty} \frac{1}{n(r-1)} \frac{\alpha_n}{E_f - \alpha_n} = \lim_{n \to \infty} \frac{1}{n(r-1)} \frac{1}{2} = 0.$$  

To find an upper bound on $b_n$ assume all $|\phi\rangle \in (g \circ f)^{-1}[[a_n - \alpha'_n, a_n + \alpha'_n]] = B$ map to the maximal value $a_n + \alpha'_n$ and all $|\phi\rangle \in B^c$ map to the maximal value 1. This gives a possible range for the average

$$b_n \in [a_n, (1 - \epsilon_n)(a_n + \alpha'_n) + \epsilon_n \cdot 1]. \quad (3.26)$$

For $\lambda \in [d, 1]$ both $\epsilon_n$ and $\alpha'_n$ tend to 0 for large $n$ and with (3.26) and because we know the limit of $a_n$ we have

$$\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = \frac{r - \log Q_{\text{max}}}{r - 1}.$$  

3.2.6.3 Output entropy of random sequences

Considering sequences of random pure input states $|\phi_n\rangle$ with increasing dimension $2^n$ we have the following statement.
Proposition 22. Let $|\phi_n\rangle \in \mathbb{C}^{2^n}$ be a sequence of random pure states and

$$c_n = \frac{1}{n} S_r(\Delta^{\otimes n}_\lambda (|\phi_n\rangle \langle \phi_n|))$$

the sequence of output Renyi entropies per system. Then

$$c_n \xrightarrow{a.s.} \frac{r - \log Q_{\text{max}}}{r - 1}$$

if $\lambda$ is restricted as in Theorem 20.

Proof. Define $f_n(|\phi\rangle) = \frac{1}{n} S_r(\Delta^{\otimes n}_\lambda (|\phi\rangle \langle \phi|))$, the limit value $c = \frac{r - \log Q_{\text{max}}}{r - 1} = \lim_{n \to \infty} E f_n$, and $\delta_n = |E f_n - c|$. Then for any $\epsilon > 0$

$$\Pr(\{|f_n(|\phi\rangle) - c| > \epsilon\}) \leq \Pr(\{|f_n(|\phi\rangle) - E f_n| > \epsilon - \delta_n\})$$

$$\leq 4 \exp \left( -C(k + 1) \frac{(\epsilon - \delta_n)^2}{\eta^2} \right),$$

with $C, k = 2 \cdot 2^n - 1$, and $\eta \leq \sqrt{2} r \kappa^n$ with $0 < \kappa < 1$ as in the proof of Theorem 20. If $\lambda \in J_r$ then $\lim \delta_n = 0$. When $n$ becomes large then $k$ becomes large, $\eta$ becomes small, and $\epsilon - \delta_n$ is close to $\epsilon > 0$. Therefore the probabilities in (3.27) become small. Let $N$ be such that for $n > N$ we have $\delta_n < \epsilon/2$. Then we have the bound

$$\sum_{n=1}^\infty \Pr(\{|f_n(|\phi_n\rangle) - c| > \epsilon\}) \leq \sum_{n=1}^\infty 4 \exp \left( -C(k + 1) \frac{(\epsilon - \delta_n)^2}{\eta^2} \right)$$

$$\leq N + \sum_{n>N} 4 \exp \left( -C(k + 1) \frac{(\epsilon/2)^2}{\eta^2} \right)$$

$$\leq N + \sum_{n>N} 4 \exp \left( -\tilde{C} (2/\kappa^2)^n \right)$$

$$< \infty,$$

with $\tilde{C} = C \cdot 2 \cdot \frac{(\epsilon/2)^2}{(\sqrt{2} r)^2}$ independent of $n$. The Proposition follows by the lemma of Borel-Cantelli.
3.3 Proof of lemmas

3.3.1 Maximal $Q$ for $\Delta\lambda$

Before proving Proposition 27, which is required for the proof of Theorem 20, we introduce some new notation and we present four lemmas. We only prove our Lemmas in two dimensions, but similar results will hold for higher dimensions.

For the most part we consider a channel $A$ slightly more general than the depolarization channel with

$$A_{00} = \begin{pmatrix} \mu & 0 \\ 0 & \nu \end{pmatrix}, \quad A_{11} = \begin{pmatrix} \nu & 0 \\ 0 & \mu \end{pmatrix},$$

$$A_{10} = \begin{pmatrix} 0 & \kappa \\ \lambda & 0 \end{pmatrix}, \quad A_{01} = \begin{pmatrix} 0 & \lambda \\ \kappa & 0 \end{pmatrix},$$

where $\kappa, \lambda, \mu, \nu \in \mathbb{R}^+_0$ and $\mu \geq \nu, \lambda \geq \kappa$. We call this channel the two-rail channel. Remember that in the case $A = \Delta\lambda$ we have $\mu = \frac{1+\lambda}{2}, \nu = \frac{1-\lambda}{2}$ and $\kappa = 0$. Because all these matrix entries are positive, so are the $Q$-terms, and therefore the largest positive $Q$-term will yield $Q_{\text{max}}$.

We think of these matrices as the diagrams in Figure 3.3. We refer to the lines as rails and to their vertical position as their track (starting with track 0).

A product looks like the diagram in Figure 3.4. Notice that we read from right to left, the same way that matrix multiplication applies. Consider a vector multiplying with this product, the diagram can be thought of as presenting two rails along which the two entries of the vector pass through to the left. On the way, continuous lines multiply the entries with factors $\mu$ or $\lambda$, dashed lines with a factor $\nu$ or $\kappa$. Because the products are inside a trace, they will only contribute, if the rail starting at the top on the right, ends on the top at the left (giving the $\langle 0|\ldots|0 \rangle$ contribution), and the same for the rail starting at the bottom (giving
the (1|...|1) contribution). Using this, we can compare contributions to \( Q(\alpha) \) for different \( \alpha \).

We rewrite

\[
Q(\alpha) = \sum_{\delta \in D(\alpha)} \text{Tr} (\delta)
\]

where \( D(\alpha) \) is the set of \( 2^r \) diagrams corresponding to \( \alpha \) and we identify the diagram \( \delta \) with the corresponding matrix.

Furthermore, for a diagram \( \delta \) we define \( \delta^1 \) to be the unchanged diagram and \( \delta^{-1} \) to be the horizontally reflected diagram. If we take \( D_0(\alpha) \) to be the set of all diagrams in \( D(\alpha) \) that start high (at track 0) then obviously \( D(\alpha) = D_0(\alpha) \cup D_0^{-1}(\alpha) \) provides a convenient splitting of the sum in \( Q(\alpha) \).

We say an \( \alpha \) is non-overlapping if all its cycles permute consecutive numbers, e.g. \( \alpha = (123)(45)(678) \). For such \( \alpha \) we write \( \alpha = \alpha_1 \ldots \alpha_s \), where all the \( \alpha_i \) are the cycles. We define a product for diagrams by simply concatenating them. With this product we get \( D(\alpha) = D(\alpha_1) \ldots D(\alpha_s) \).

**Lemma 23.** Consider a diagram \( \delta \in D((1 \ldots r)) \) of a two-rail channel. Then we have

\[
\delta + \delta^{-1} \propto \mathbb{1}.
\]

*Proof.* In any diagram \( \delta \in D((1 \ldots r)) \) one rail starts and ends at track 0 and the other starts and ends at track 1. That means the corresponding matrix is diagonal. Reflecting the diagram simply means exchanging the two diagonal entries, and if we sum \( \delta + \delta^{-1} \) then the diagonal entries both have the same sum, i.e. it is proportional to unity. \( \square \)

**Lemma 24.** Let \( \alpha = \alpha_1 \ldots \alpha_s \in \text{Sym}(r) \) be a non-overlapping permutation consisting of \( s \) cycles. Then the \( Q(\alpha) \) of a two-rail channel factors like

\[
Q(\alpha) = \frac{1}{2^{s-1}} Q(\alpha_1) \ldots Q(\alpha_s).
\]

*Proof.* First we use the fact, that the diagrams for a non-overlapping \( \alpha \) can be split between cycles, i.e. the sum splits into sums over separate diagrams,

\[
Q(\alpha) = \sum_{\delta \in D(\alpha)} \text{Tr} (\delta)
= \sum_{\delta_1 \in D(\alpha_1)} \cdots \sum_{\delta_s \in D(\alpha_s)} \text{Tr} (\delta_1 \ldots \delta_s)
= \text{Tr} \left( \sum_{\delta_1 \in D(\alpha_1)} \delta_1 \cdots \sum_{\delta_s \in D(\alpha_s)} \delta_s \right).
\]
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Using the splitting $\mathcal{D}(\alpha) = \mathcal{D}_0(\alpha) \cup \mathcal{D}_0^{-1}(\alpha)$ and Lemma 23 we have

$$\sum_{\delta \in \mathcal{D}(\alpha_i)} \delta = \sum_{\delta \in \mathcal{D}_0(\alpha_i)} \delta + \delta^{-1} \propto 1$$

for all $s$ cycles $\alpha_i$. Therefore, we can split the single trace into $s$ separate traces

$$Q(\alpha) = \frac{1}{2^{s-1}} \sum_{\delta_1 \in \mathcal{D}(\alpha_1)} \text{Tr}(\delta_1) \cdots \sum_{\delta_s \in \mathcal{D}(\alpha_s)} \text{Tr}(\delta_s)$$

$$= \frac{1}{2^{s-1}} Q(\alpha_1) \cdots Q(\alpha_s).$$

\hfill \Box

**Lemma 25.** For $A = \Delta_\lambda$ the depolarizing channel in two dimensions, $Q$ restricted to non-overlapping permutations $\alpha \in \text{Sym}(r)$ is either maximal when $\alpha = (1 \ldots r)$ or when $\alpha = \text{id}$.

**Proof.** Remember from 3.2.6.1 that $Q((1 \ldots r)) = (\mu + \lambda)^r + 3\nu^r$. It is convenient to introduce

$$f(x) = (\mu + \lambda)^x + 3\nu^x,$$

as a function with range $\mathbb{R}$. For a pure $\alpha = \alpha_1 \ldots \alpha_s$ according to Lemma 24 we get

$$Q(\alpha) = \frac{1}{2^{s-1}} \prod_{i=1}^{s} f(|\alpha_i|).$$

(3.28)

with $|\alpha_i|$ denoting the length of a cycle.

In the following we keep the number $s$ of cycles and the total length $r$ of the permutation invariant. Now, if we increase the length of one cycle and decrease the length of another, we are only changing two factors in the product, $f(x)f(k-x)$, where $x$ is the length of the first cycle and $k$ the (invariant) sum of the lengths of both cycles. We rewrite

$$f(x)f(k-x) = ((\mu + \lambda)^x + 3\nu^x)((\mu + \lambda)^{k-x} + 3\nu^{k-x})$$

$$= (\mu + \lambda)^k + 9\nu^k + 3\nu^{k-x} + \frac{(\mu + \lambda)^x}{\nu} + 3(\mu + \lambda)^k \left( \frac{\nu}{\mu + \lambda} \right)^x.$$

Because of $\mu + \lambda, \nu \geq 0$ the function $f(x)f(k-x)$ is convex in $x$. Therefore it is maximal at the boundaries, i.e. when one cycle has the minimal length of 1. If we repeat this procedure $s-1$ times we end up with one large cycle of length $t = r - s + 1$ while all other cycles are of length 1. In every step we increase $Q$, so we
get the bound

\[ Q(\alpha) \leq Q((1)(2)\ldots(s-1)(s\ldots r)) = \frac{1}{2^{s-1}} f(1)^{s-1} f(t) = f(t) \]  \hspace{1cm} (3.29)

for non-overlapping permutations \( \alpha \) consisting of \( s \) cycles.

Now compare the upper bounds given by (3.29) for permutations of the same total length \( r \) but different number of cycles \( s \). This is the same as varying \( t \). Because \( f \) is convex we get a maximal upper bound if \( t \) is minimal or maximal. The minimal value \( t = 1 \) is achieved when \( s = r \) and all the cycles are of length 1. Then (3.29) becomes an equality - there are no steps necessary in the maximization procedure - and we have \( Q(\text{id}) = f(1) = 2 \). The maximal value \( t = r \) is achieved when \( \alpha \) is simply one large cycle. Again (3.29) becomes equality, and \( Q(\alpha) = f(r) \). One of these upper bounds is the highest upper bound possible in (3.29), and because they are achieved by \( Q(\text{id}) \) and \( Q((1\ldots r)) \) we know that one of these \( Q(\alpha) \) is maximal over \( \alpha \in \text{Sym}(r) \).

Lemma 26. Let \( \mathcal{A} \) be a two-rail channel, and \( [\beta] \) the conjugacy class of a permutation. Then \( Q \) restricted to \( [\beta] \) is maximal on non-overlapping members \( \alpha \in [\beta] \).

Proof. Let \( \alpha = \alpha_1 \ldots \alpha_s \) be a non-overlapping member of the class and \( \beta = \gamma \alpha \gamma^{-1} \) be any other member of the class. First, remember

\[ Q(\alpha) = \sum_{\{x_i\}} \sum_{i=1}^r \text{Tr} \left( \prod_{i=1}^r \mathcal{A}_{x_i \alpha_i} \right) = \sum_{\delta_1 \in D(\alpha_1)} \cdots \sum_{\delta_s \in D(\alpha_s)} \text{Tr} (\delta_1 \ldots \delta_s) \hspace{1cm} (3.30) \]

With the first way of writing \( Q(\alpha) \) in mind we define a 1-1-mapping between terms in the sum of \( Q(\alpha) \) and \( Q(\beta) \) via a mapping of indices \( x_i \rightarrow x_{\gamma^{-1} i} \) (or \( x_{\gamma i} \rightarrow x_i \)). Then the products of matrices are mapped like

\[ \mathcal{A}_{x_i \alpha_i} \rightarrow \mathcal{A}_{x_{\gamma^{-1} i} \gamma \alpha_i} \rightarrow \mathcal{A}_{x_{\gamma i} \gamma \alpha_\gamma} \]

In terms of diagrams this corresponds to permuting the “tiles” (crossings or straight pieces) \( \mathcal{A}_{x_i \alpha_i} \) according to the permutation \( \gamma \). Some examples are shown in Appendix B.1. In particular, this mapping does not change the number of any kind of tile \( \mathcal{A}_{00}, \mathcal{A}_{01}, \mathcal{A}_{10} \) or \( \mathcal{A}_{11} \).

Now, consider the second way of writing \( Q(\alpha) \) in (3.30) and split the sums over subdiagrams \( D(\alpha_i) \) according to \( D(\alpha_i) = D_0(\alpha_i) \cup D_0^{-1}(\alpha_i) \)

\[ Q(\alpha) = \sum_{\delta_1 \in D_0(\alpha_1)} \cdots \sum_{\delta_s \in D_0(\alpha_s)} \sum_{\{t_i = \pm 1\}} \text{Tr} (\delta_1 \ldots \delta_s) \]
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We consider a subsum
\[ \sum_{\{t_i = \pm 1\}_{i=1}^s \text{Tr} (\delta_{t_1}^{\ell_1} \ldots \delta_{t_s}^{\ell_s})} \]
for fixed subdiagrams \( \delta_i \in \mathcal{D}_0(\alpha_i) \). In the following we will prove that the contribution of this subsum to \( Q(\alpha) \) is larger or equal to the contribution of the subsum of the corresponding diagrams to \( Q(\beta) \). From this it immediately follows that \( Q(\alpha) \geq Q(\beta) \).

It follows a general proof of the inequality between corresponding subsums. For illustration one subsum is evaluated in full detail with diagrams in Appendix B.1.

For the non-overlapping permutation \( \alpha \) in the subdiagrams \( \delta_i \) all the straight lines and dashed lines are aligned, i.e. we have a weak and a strong rail. Let \( m_i \) be the number of crossings and \( n_i \) the number of straight pieces in \( \delta_i \). The strong rail in subdiagram \( \delta_i \) contributes a factor \( \lambda^{m_i} \mu^{n_i} \) and the weak rail contributes the factor \( \kappa^{m_i} \nu^{n_i} \). Summing over reflections the subsum equals
\[ 2 \prod_{i=1}^s \lambda^{m_i} \mu^{n_i} + \kappa^{m_i} \nu^{n_i}. \]

On the other hand, for the possibly overlapping \( \beta \) some of the tiles are permuted and for one particular subdiagram, not all the strong rail pieces might be on the same rail. Let \( \tilde{m}_i \) be the number of crossings that are thus misaligned and \( \tilde{n}_i \) the number of straight pieces that are misaligned. The two rails in subdiagram \( \delta_i \) now contribute the factors \( \lambda^{m_i-\tilde{m}_i} \kappa^{\tilde{m}_i} \mu^{n_i-\tilde{n}_i} \nu^{\tilde{n}_i} \) and \( \lambda^{\tilde{m}_i} \kappa^{m_i-\tilde{m}_i} \mu^{\tilde{n}_i} \nu^{n_i-\tilde{n}_i} \). Summing over reflections the subsum adding to \( Q(\beta) \) equals
\[ 2 \prod_{i=1}^s \lambda^{m_i-\tilde{m}_i} \kappa^{\tilde{m}_i} \mu^{n_i-\tilde{n}_i} \nu^{\tilde{n}_i} + \lambda^{\tilde{m}_i} \kappa^{m_i-\tilde{m}_i} \mu^{\tilde{n}_i} \nu^{n_i-\tilde{n}_i}. \]

Because \( \lambda \geq \kappa \) and \( \mu \geq \nu \) it follows that
\[ \lambda^{m_i} \mu^{n_i} + \kappa^{n_i} \nu^{n_i} \geq \lambda^{m_i-\tilde{m}_i} \kappa^{\tilde{m}_i} \mu^{n_i-\tilde{n}_i} \nu^{\tilde{n}_i} + \lambda^{\tilde{m}_i} \kappa^{m_i-\tilde{m}_i} \mu^{\tilde{n}_i} \nu^{n_i-\tilde{n}_i} \]
(the strong and weak rail dominate the two mixed rails), and hence we have the desired inequality between corresponding contributions to \( Q(\alpha) \) and \( Q(\beta) \).

\[ \square \]

**Proposition 27.** For \( \mathcal{A} = \Delta_{\chi} \) the depolarizing channel in two dimensions, \( Q(\alpha) \) is either maximal when \( \alpha = (1 \ldots r) \) or when \( \alpha = \text{id} \).

**Proof.** First, consider permutations that consist of non-overlapping \( \alpha \), Lemma 25 proves that either \( \alpha = \text{id} \) or \( \alpha = (1 \ldots r) \) yields the maximum \( Q(\alpha) \) amongst these permutations. Every conjugacy class has a non-overlapping representant, and Lemma 26 states that these have maximal \( Q \)-value. Therefore either \( \alpha = \text{id} \) or \( \alpha = (1 \ldots r) \) yield the maximal \( Q \)-value amongst all the permutations \( \alpha \in \text{Symm}(r) \).

\[ \square \]
3.3.2 Bound on Lipschitz constant

We derive an upper bound on the Lipschitz constant of the function \( f : S^{2n+1} \rightarrow \mathbb{R} \)

\[
f(|\phi\rangle) = \text{Tr} \left( \Delta_{\chi}^\otimes n(|\phi\rangle\langle \phi|)^r \right)
\]

with respect to the Euclidean norm on \( S^{2n+1} \subset \mathbb{R}^{2n+1} \).

We divide the function into four steps and prove bounds on the Lipschitz constants for each step. The splitting is \( f = d \circ c \circ b \circ a \) with

\[
a : |\phi\rangle \rightarrow |\phi\rangle\langle \phi| = \rho \\
b : \rho \rightarrow \Delta_{\chi}^\otimes n(\rho) = \rho' \\
c : \rho' \rightarrow \text{eigenvalues of } \rho' = \vec{v} \\
d : \vec{v} \rightarrow \sum_i \nu_i^r.
\]

Let \( \mathcal{M}_m \) be the space of complex \( m \times m \) matrices containing the set of states \( \mathcal{S}_m = \{ \rho \in \mathcal{M}_m : \rho = \rho^*, \text{Tr} \rho = 1 \} \).

**Lemma 28.** Let \( a(|\phi\rangle) = |\phi\rangle\langle \phi| \) a map \( \mathbb{C}^m \rightarrow \mathcal{M}_m \) where \( \langle \phi|\phi \rangle = 1 \). Then the Lipschitz constant of \( a \) with respect to the Euclidean norm in the domain and the Frobenius norm \( \|M\|_2 = \text{Tr}(MM^*)^{1/2} \) in the range is upper bounded by \( \sqrt{2} \).

**Proof.** For \( \langle \phi|\phi \rangle = \langle \psi|\psi \rangle = 1 \) set \( c = \langle \phi|\psi \rangle \). Now

\[
||| \phi \rangle - |\psi\rangle ||_2^2 = \langle \phi|\phi \rangle - \langle \phi|\psi \rangle - \langle \psi|\phi \rangle + \langle \psi|\psi \rangle = 2 - 2\Re(c),
\]

and

\[
|| \langle \phi|\phi \rangle - |\psi\rangle \langle \psi ||_2^2 = \langle \phi|\phi \rangle^2 - 2|\langle \phi|\psi \rangle|^2 + \langle \psi|\psi \rangle^2 = 2 - 2|c|^2.
\]

Because of \( \Re(c) \leq |c| \) and the inequality derived as follows

\[
(1 - |c|)^2 \geq 0 \\
2 - 2|c| \geq 1 - |c|^2 \\
2(2 - 2|c|) \geq 2 - 2|c|^2,
\]

we arrive at \( 2(2 - 2\Re(c)) \geq 2 - 2|c|^2 \) or \( \sqrt{2}||| \phi \rangle - |\psi\rangle ||_2 \geq || \langle \phi|\phi \rangle - |\psi\rangle \langle \psi ||_2. \)

\[ \square \]
Lemma 29. Let \( b(\rho) = \Delta_{\lambda}^{\otimes n}(\rho) \) a map \( S_{2^n} \to S_{2^n} \), then the Lipschitz constant of \( b \) with respect to the Frobenius norm in domain and range is upper bounded by \( \kappa^n \), where \( \kappa = \lambda + \frac{1 - \lambda}{\sqrt{2}} \) so \( 0 < \kappa < 1 \) for \( 0 < \lambda < 1 \).

Proof. It is useful to use the notation

\[
\Delta_{\lambda}^{\otimes n} = \sum_{J \subseteq \mathbb{Z}_n} \lambda^{n-|J|} (1 - \lambda)^{|J|} \text{Tr}_J \otimes \left( \frac{1}{2} \right)^{|J|}
\]

where \( \text{Tr}_J \) is the partial trace over the systems with indices in \( J \). Notice that we use a loose notation of the tensor product as the systems that are partially traced out and replaced by the totally mixed states are not necessarily all on the right side of the tensor product.

We will bound the operator norm \( \| A \|_{op} := \sup_{\rho \in S} \frac{\| A(\rho) \|_2}{\| \rho \|_2} \) where the supremum is over the set \( S = \{ |\phi\rangle\langle \phi| - |\psi\rangle\langle \psi| \mid |\phi\rangle, |\psi\rangle \in S_{2^n-1} \} \). Because of

\[
\| A(\rho) - A(\tau) \|_2 = \| A(\rho) \|_2 \leq \| A \|_{op} \| \rho - \tau \|_2
\]

for a linear map \( A \) bounding \( \| A \|_{op} \) immediately gives a bound of the Lipschitz constant as well. Now

\[
\| \Delta_{\lambda}^{\otimes n} \|_{op} \leq \sum_{J} \lambda^{n-|J|} (1 - \lambda)^{|J|} \text{Tr}_J \otimes \left( \frac{1}{2} \right)^{|J|}
\]

\[
\leq \sum_{J} \lambda^{n-|J|} \left( \frac{1 - \lambda}{\sqrt{2}} \right)^{|J|}
\]

\[
= \sum_{k=0}^{n} \binom{n}{k} \lambda^{n-k} \left( \frac{1 - \lambda}{\sqrt{2}} \right)^k
\]

\[
= \left( \lambda + \frac{1 - \lambda}{\sqrt{2}} \right)^n = \kappa^n,
\]

where we used the bound

\[
\left\| \text{Tr}_{\{1...k\}} \otimes \left( \frac{1}{2} \right)^{\otimes k} \right\|_{op}^2 = \sup_{\rho \in S} \frac{\text{Tr} \left( \text{Tr}_{\{1...k\}} \rho \otimes \left( \frac{1}{2} \right)^{\otimes k} \right)^2}{\text{Tr} \rho^2}
\]

\[
= \text{Tr} \left( \frac{1}{2} \right)^{\otimes k} \left( \sup_{\rho \in S} \frac{\text{Tr} \left( \text{Tr}_{\{1...k\}} \rho \right)^2}{\text{Tr} \rho^2} \right)
\]

\[
= \left( \frac{1}{2} \right)^k.
\]

The supremum in (3.31) was evaluated as follows. First, consider that \( \rho = |\phi\rangle\langle \phi| - |\psi\rangle\langle \psi| \) can be written as \( \rho = \alpha |0\rangle\langle 0| - \alpha |1\rangle\langle 1| \) with \( 0 \leq \alpha \leq 1 \), where \(|0\rangle \) and \(|1\rangle \) are orthonormal states. Then the supremum runs
over all possible orientations of $|0\rangle$ and $|1\rangle$

$$
\sup_{\rho \in S} \frac{\text{Tr} (\text{Tr}_{\{1, \ldots, k\}} \rho)^2}{\text{Tr} \rho^2} = \sup_{|0\rangle, |1\rangle} \frac{\text{Tr} (\text{Tr}_{\{1, \ldots, k\}} (\alpha|0\rangle\langle 0| - \alpha|1\rangle\langle 1|)^2}{\text{Tr} (\alpha|0\rangle\langle 0| - \alpha|1\rangle\langle 1|)^2} = \frac{\text{Tr}(\text{Tr}_{\{1, \ldots, k\}} (|0\rangle\langle 0| - |1\rangle\langle 1|)^2}{2} = \frac{\text{Tr}(\text{Tr}_{\{1, \ldots, k\}} (|0\rangle\langle 0| - |1\rangle\langle 1|)^2}{2}.
$$

Now assume $\rho_0 = \text{Tr}_{\{1, \ldots, k\}} |0\rangle\langle 0|$ and $\rho_1 = \text{Tr}_{\{1, \ldots, k\}} |1\rangle\langle 1|$ are arbitrary density matrices. Then

$$
\sup_{|0\rangle, |1\rangle} \frac{\text{Tr} (\text{Tr}_{\{1, \ldots, k\}} (|0\rangle\langle 0| - |1\rangle\langle 1|)^2}{2} = \frac{\text{Tr}(\rho_0 - \rho_1)^2}{2} = \frac{\text{Tr}(\rho_0^2 + \rho_1^2 - 2\rho_0\rho_1)}{2} = 1.
$$

The last equality follows from the fact, that $\text{Tr} \rho^2_{0,1} \leq 1$ and $\text{Tr} \rho_0\rho_1 \geq 0$. The suprema are achieved when $|\phi\rangle = |00\rangle$ and $|\psi\rangle = |11\rangle$ so that $\rho_0 = |0\rangle\langle 0|$ and $\rho_1 = |1\rangle\langle 1|$. \hfill \square

**Remark 30.** Let $c : S_m \rightarrow \mathbb{R}^m$ be the map that sends density matrices to their eigenvalues, ordered high to low. The fact that the Lipschitz constant of $c$ is upper bounded by 1 is equivalent to the Hoffman-Wielandt inequality \[36\]

$$
\|\rho - \tau\|_2 \geq \|c(\rho) - c(\tau)\|_2.
$$

**Lemma 31.** Let $d(\vec{w}) = \sum_i v_i^r$ a map from $\{\vec{w} \in \mathbb{R}^m_+ | \sum_i w_i = 1\}$ to $\mathbb{R}$. Then the Lipschitz constant of $d$ is upper bounded by $r$.

**Proof.** We have $\frac{\partial d}{\partial v_j} = r v_j^{r-1}$ so

$$
\sup_{\vec{w} \in \text{Dom} d} |\nabla d|^2 = \sup_{\vec{w} \in \text{Dom} d} \sum_i r^2 v_i^{2(r-1)} \leq r^2.
$$

By integration we get

$$
|d(\vec{v}) - d(\vec{w})| \leq r \|\vec{v} - \vec{w}\|_2.
$$

\hfill \square

**Proposition 32.** The Lipschitz constant $\eta$ of $\text{Tr} (\Delta_{\lambda}^\otimes n (|\phi\rangle\langle \phi|)^r)$, with respect to the Euclidean norm in the domain, is upper bounded by $\sqrt{2r} \kappa^n$, with $\kappa$ as in Lemma \[30\].
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Proof. From $\text{Tr} \left( \Delta_\lambda^{\otimes n}(|\phi\rangle\langle\phi|)^r \right) = d \circ c \circ b \circ a(|\phi\rangle)$ with $a$, $b$, $c$ and $d$ as defined in Lemmas/Remark 28-31. Thus, we simply combine the upper bounds of the lemmas and get the bound $\sqrt{2} \cdot \kappa^n \cdot 1 \cdot r$. 

3.4 Other results

3.4.1 $Q((1 \ldots r))$ for a more general qubit channel

For a channel $\mathcal{A}$ that maps that scales the Bloch sphere like

$$\vec{n} \rightarrow \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix} \vec{n},$$

the Choi-Jamiolkowski representation is

$$\text{Choi}(\Delta_\lambda) = \begin{pmatrix} \mu & 0 & 0 & \lambda \\ 0 & \nu & \kappa & 0 \\ 0 & \kappa & \nu & 0 \\ \lambda & 0 & 0 & \mu \end{pmatrix},$$

i.e. this is a two-rail channel with $\mu = \frac{1+\lambda_3}{2}$, $\nu = \frac{1-\lambda_3}{2}$, $\lambda = \frac{\lambda_1+\lambda_2}{2}$ and $\kappa = \frac{\lambda_1-\lambda_2}{2}$. Therefore we have

$$Q(\text{id}) = \text{Tr}\mathcal{A}(1)^r = \text{Tr} \mathbb{1} = 2$$

and according to (3.21)

$$Q((1 \ldots r)) = (\mu + \lambda)^r + (\mu - \lambda)^r + (\nu + \kappa)^r + (\nu - \kappa)^r$$

$$= \left( \frac{1 + \lambda_1 + \lambda_2 + \lambda_3}{2} \right)^r + \left( \frac{1 - \lambda_1 - \lambda_2 + \lambda_3}{2} \right)^r$$

$$+ \left( \frac{1 + \lambda_1 - \lambda_2 - \lambda_3}{2} \right)^r + \left( \frac{1 - \lambda_1 + \lambda_2 - \lambda_3}{2} \right)^r.$$

Assuming $Q_{\text{max}} = \max\{2, Q((1 \ldots r))\}$ the output is maximally mixed if $|\lambda_1| + |\lambda_2| + |\lambda_3| \leq 1$. But this is exactly the condition for $\mathcal{A}$ to be entanglement breaking, according to Theorem 3 in [60].
3.4.2 $Q((1 \ldots r))$ of $\Delta_\lambda$ for any dimension $d$

For the $d$-dimensional depolarizing channel we have $Q(id) = \text{Tr} \mathbb{1} = d$ as usual. Furthermore, the Choi-Jamiołkowski representation consists of two blocks, one $d$-dimensional block with diagonal entries $\mu = \frac{1+\lambda}{d}$ and off-diagonal entries $\lambda$, and another block that is $\nu = \frac{1-\lambda}{d}$ times identity on the other $d^2 - d$ dimensions. For example for $d = 3$ the representation looks like

$$
\text{Choi}(\Delta_\lambda) = \begin{pmatrix}
\mu & \lambda & \lambda \\
\nu & \lambda & \lambda \\
\nu & \nu & \nu \\
\lambda & \lambda & \mu
\end{pmatrix}.
$$

The eigenvalues of the first block are $\mu - \lambda$ with $(d - 1)$-multiplicity and a single eigenvalue $\mu + (d - 1)\lambda$. Therefore,

$$
Q((1 \ldots r)) = \text{Tr} \text{Choi}(\Delta_\lambda)^r
= (\mu + (d - 1)\lambda)^r + (d - 1)(\mu - \lambda)^r + (d^2 - d)\nu^r
= \left(1 + \frac{d^2 - 1}{d}\right)(1 - \frac{\lambda}{d})^r + (d^2 - 1)\left(1 - \frac{\lambda}{d}\right)^r.
$$

This result agrees with the result for $d = 2$ found in 3.2.6.1. The critical value is $\lambda = \frac{1}{d + 1}$, below this value the average output is maximally mixed.

3.5 Conclusion

We found a general explicit form for $\beta_r(A)$ depending on the function $Q_A : \text{Sym}(r) \to \mathbb{R}$. In the limit $n \to \infty$ the maximal term $Q_{\max}$ is dominant in $\beta^\text{reg}_r(A)$ and therefore the only relevant term. However, finding $Q_{\max}$ is not easy in general. In the case of the qubit depolarizing channel we proved that $Q_{\max} = \max\{2, Q_{\Delta_\lambda}(1 \ldots r)\}$ and also that $\beta_r(\Delta_\lambda) = \overline{S}^\text{reg}_r(\Delta_\lambda)$ for some $\lambda$. For all $r \in \mathbb{N}$ and $\lambda \leq \frac{1}{3}$ the regularized output entropy becomes 1. Because the typical high-dimensional random state is highly
entangled our result for $\lambda \leq 1/3$ agrees with the notion that the tensor product of an entanglement breaking channel "chops up" these highly entangled states and produces maximally mixed states with almost certain probability.

For future work it would be interesting to also study channels other than the depolarizing channel, especially channels that are not known to be additive. Also, it might be of interest to study quantities similar to $S_r^{\text{reg}}$ with the same general procedure, for example $\mathbb{E}[\text{Tr} \mathcal{A} \otimes \mathbb{I} (|\phi\rangle\langle\phi|)^r]$. It would be insightful to gain a better understanding of the typical output and input states by finding explicit examples that conform with the average output.
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Appendix B

Appendix for Chapter 3

B.1 $Q$ sum diagrams

We calculate an example of the subsums appearing in the proof of Lemma 26. Let $\alpha = (123)(45)$, $\beta = (143)(25)$ and $\gamma = (24)$. With this choice the correspondence of diagrams consists of switching tiles 2 and 4.

The choice of indices

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

gives the diagrams and totals shown in Table B.1. The contribution to $Q(\alpha)$ dominates in both factors as expected because $\alpha$ is non-overlapping.

Table B.1: Contributions to the sums $Q(\alpha)$ and $Q(\beta)$.
Chapter 4

Analyzing energy transfer in quantum networks using kinetic network approximations

Abstract

Coherent energy transfer in pigment-protein complexes has been studied by mapping the quantum network to a kinetic network. This gives an analytic way to find parameter values of optimal efficiency. In the case of the Fenna-Matthews-Olson (FMO) complex, the comparison of quantum and kinetic network evolution shows that dephasing-assisted energy transfer is driven by two-site coherent interaction, and not system-wide coherence. Using the Schur complement, we find a new kinetic network that gives a closer approximation to the quantum network. For both kinetic networks we study the system relaxation time, which gives a good estimate of the transfer time for strong trapping. We make mathematically rigorous estimates of the relaxation time when comparing kinetic and quantum network. Numerical simulations comparing the coherent model and the two kinetic network models, confirm our bounds, and show that the relative error of the new kinetic network approximation is several orders of magnitude smaller.

4.1 Introduction

Since coherent exciton transfer in the Fenna-Matthews-Olson complex (FMO) has been observed \cite{24, 55, 70}, extensive experimental and theoretical research has been dedicated to studying coherent resonant transfer
and the coherent pigment-protein interaction. In particular, numerical solutions of simple models have shown that dephasing – the destruction of the coherences – at an intermediate rate helps to increase the energy transfer efficiency. This has been called dephasing- or environment-assisted energy transfer.

The models are based on a set of assumptions. First, only a single excitation is present, it is located at any of the seven pigments. The pigment excitation energy, and the pigment dipole-dipole interaction then lead to an oscillatory evolution of the system. And second, the site-environment interactions are assumed to be purely Markovian without any temporal or spatial correlations. The environment interactions are dephasing, recombination and trapping. Dephasing destroys the site coherences without destroying the exciton itself, it is an elastic environment interaction. Phonon recombination or photon re-emission lead to loss of the exciton to the environment. Trapping is the transfer of the exciton to the reaction center, where the electronic energy is converted to chemical energy, it occurs at pigment 3. The transfer efficiency is the probability that an exciton starting at site 1 or site 6 reaches the reaction center. Because the trapping rate at site 3 is very strong, the deciding factor for a good transfer efficiency is the speed at which the exciton spreads through the system, the exciton relaxation time.

Conceptually, the reason that an intermediate dephasing rate leads to a maximal transfer efficiency is as follows. For low dephasing, the system undergoes Rabi oscillations which, because of high site energy gaps, are only weakly mixing the site populations, therefore the transfer efficiency is low. For strong dephasing, the quantum Zeno effect occurs as the system is constantly measured in the site basis, trapping the exciton at one site and again preventing efficient transfer. Only for some intermediate region, dephasing and coupling can work together in the most constructive fashion, to allow optimal energy transfer.

To study population transfer channels and conditions for optimal transfer, a mapping to kinetic networks has been proposed. A kinetic network is a system where the exciton jumps incoherently between sites according to some fixed rates, i.e. a continuous-time Markov process. In its simplest version this approximation only takes into account the coherent interaction between pairs of sites to derive the transfer rate between them. If the two sites interact with strength $V$, have an energy separation $E$, and both sites experience dephasing at rate $\gamma$ and population loss at rate $\kappa$ then the rate is

$$\mu = \frac{2|V|^2(\gamma + \kappa)}{(\gamma + \kappa)^2 + E^2}. \quad (4.1)$$

This rate is maximized for the intermediate dephasing rate $\gamma = E - \kappa$ so the phenomenon of dephasing-assisted transfer is maintained in this approximation. For a system with $n$ sites, these rates constitute the
off-diagonals of a rate $n \times n$-matrix $N_0$, and the system populations evolve according to

$$\dot{\vec{p}} = N_0 \vec{p}$$

where $\vec{p} \in \mathbb{R}^n$ is the time-dependent population vector. As the simulation for the FMO complex in Figure 4.1 shows, this simple network is surprisingly accurate in approximating the coherent network dynamics once the oscillations die down. Figure 4.2 displays the transfer efficiency for different $\gamma$, the dephasing-assisted regime clearly shows as a peak around $\gamma \approx 170 \text{cm}^{-1}$. At the peak the coherent model is well approximated by $N_0$, therefore dephasing-assisted energy transfer can be explained by the relatively simple coherent dynamic between pairs of sites that enters the rate $\mu$ and the influence of system-wide coherence is small.

In this paper, we generalize the procedure of finding a kinetic network approximation in a mathematically appealing way using block matrices. We find a kinetic network matrix $N$ that follows the coherent evolution much closer, it is over three orders of magnitude more precise than the network $N_0$ as shown in Figure 4.2. It can be expanded as

$$N = \sum_{k=0}^{\infty} N_k$$

where $N_0$ is the approximation described above, and the $N_k$ are rate corrections due to coherent interactions via $k$ intermediate sites. The expansion terms become smaller for increasing $k$ proportional to the $k$-th power of a small parameter. By stopping the expansion at a finite $k$ kinetic networks approximation of varying accuracy can be formed allowing the study of coherent interaction at different “scales” or number of involved sites. We restrict our further investigation to the dominant contribution $N_0$ and the entire sum $N$. 

Figure 4.1: The initial evolution of quantum network and kinetic network $N_0$ for $\gamma = 50 \text{cm}^{-1}$
For these two networks we study the limit in which their approximation to the quantum network becomes exact. We reduce the system complexity by ignoring exciton re-emission, recombination and trapping, such that dephasing is the only environment influence. For this system we bound the error in exciton relaxation time. In the case where the trapping rate at the site connected to the reaction center is very high, the rate of exciton decay due to re-emission or recombination competes with the rate of system relaxation. Thus finding the asymptotics of the difference in relaxation time between quantum and kinetic network is equivalent to finding the asymptotics of the difference in transfer efficiency.

### 4.1.1 Master equation

We consider the same quantum mechanical system studied in [58] with \( n \) sites carrying a single excitation which is equivalent to a system with \( n \) states/levels. The site energies are \( E_k \in \mathbb{R} \) so the energy operator is

\[
H = \sum_{k=1}^{n} E_k |k\rangle \langle k|.
\]

The site \( k \) couples to site \( l \) with interaction strength \( V_{kl} \in \mathbb{C} \) so the interaction operator is

\[
V = \sum_{k \neq l} V_{kl} |k\rangle \langle l|.
\]
where \( V_{kl} = V_{lk} \). Site trapping, re-emission and recombination can be incorporated by an anti-hermitian operator \( A \). Let \( \kappa_k \) be the combined rate of exciton loss at site \( k \) due to these effects, then \( A \) is defined as

\[
A = -\frac{i}{2} \sum_{k=1}^{n} \kappa_k |k\rangle\langle k|.
\]

Finally, every site is also under the influence of dephasing at rate \( \gamma_k \geq 0 \) incorporated in the Lindbladian superoperator

\[
\mathcal{L}(\rho) = \sum_{k=1}^{n} L_k \rho L_k^\dagger - \frac{1}{2} \{ \rho, L_k^\dagger L_k \}
\]

with \( L_k = \sqrt{\gamma_k} |i\rangle\langle i| \). Setting \( \hbar = 1 \), the single exciton manifold of the quantum network is described by the master equation

\[
\dot{\rho} = -i[H + V, \rho] - i\{A, \rho\} + \mathcal{L}(\rho) \tag{4.2}
\]

where square and curly brackets represent commutator and anti-commutator respectively.

For now we set \( A = 0 \), ignoring exciton depleting processes as explained above. We will mention how to include them in the kinetic network approximations later on. Our approximation becomes exact in the limit where the energy difference between sites is large, the dephasing is large and the interactions are small. To be specific, we introduce scaling parameters \( \Gamma \) and \( \Theta \) and consider the limit \( \Theta \Gamma^{-1} \rightarrow 0 \). Energies and dephasing scale like \( \Gamma \) and interactions scale like \( \Theta \)

\[
E_k \propto \Gamma, \\
\gamma_k \propto \Gamma, \\
V_{kl} \propto \Theta.
\]

With these assumptions the master equation turns into

\[
\dot{\rho} = -i[\Gamma H + \Theta V, \rho] + \Gamma \mathcal{L}(\rho). \tag{4.3}
\]

Because this equation is linear in \( \rho \) it can be converted into vector form

\[
\dot{\rho} = M\rho
\]

where \( \rho \in \mathbb{R}^{n^2} \) is the density matrix in vector form and \( M \) is a real \( n^2 \times n^2 \)-matrix. Two procedures to find \( M \) are presented in 4.2.1 and 4.2.7.
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4.1.2 Transfer time, relaxation time and quantum efficiency

Let $\tau$ be the exciton relaxation time and $\mu = 1/\tau$ the rate of relaxation. We give rigorous definitions of these terms in the next section. Further, let $\kappa_T$ be the trapping rate at which the exciton is captured by the reaction center and let $\kappa_L$ be the rate at which the exciton is lost due to recombination and re-emission. Because the trapping rate is very large $\kappa_T \gg \mu$ the rate of successful exciton transfer is approximately equal to the relaxation rate

$$\mu \approx \left(\mu^{-1} + \kappa_T^{-1}\right)^{-1}.$$ 

And hence the transfer efficiency is

$$f \approx \frac{\mu}{\mu + \kappa_L}.$$ 

Furthermore, if the $\tau$ calculated for a kinetic network shows a small deviation of $\Delta\tau$ from the quantum network, then the deviation of kinetic network and quantum network efficiency is

$$\Delta f \approx f^2 \kappa_L \Delta \tau.$$ 

Hence the asymptotic behavior we derive for $\Delta\tau$ translates directly to the asymptotic behavior for $\Delta f$.

4.1.3 Bounds

In [13], the kinetic network $N_0$ is derived by arguing that for strong dephasing $\gamma$ the coherences decay fast, and can therefore be assumed to be stationary. However, upon light absorption the exciton is usually assumed to be localized on a few pigments only, and Figure 4.1 shows that the system initially shows a complex dynamic before the coherences decay. Our analysis takes into account any initial state $\rho_0$ with zero coherences, and any initial dynamic, by directly bounding the operator norms of differences between time evolution operators $e^{Mt}$, $e^{Nt}$ and $e^{N_0t}$.

To give a precise version of our bounds we have to make definitions of the quantities we analyze. We use the Euclidean norm $\|\vec{p}\|_2 = \sqrt{\sum_{i=1}^{n} p_i^2}$ to compare population vectors.

**Definition 33.**

1. The map $T : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the restriction of density vectors $\vec{\rho}$ to population vectors $\vec{p}$, and consequently $T^\dagger$ gives the embedding of population vector space in density vector space. In particular, if the first $n$ components of $\vec{\rho}$ represent the site populations, then $T = (\mathbb{I}_n, 0_{n \times (n^2-n)})$. 
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2. The maximum relaxation time is

\[ \tau = \max_{\vec{p}_0} \left\| \int_0^\infty e^{N_t} \vec{p}_0 - \frac{1}{n} \frac{1}{dt} \vec{p}_0 \right\|_2 \]

and the corresponding minimal relaxation rate is

\[ \mu = \frac{1}{\tau} \]

3. The maximum deviation of relaxation time between the quantum network \( M \) and the kinetic network \( N \) is

\[ \Delta \tau = \max_{\vec{p}_0} \left\| \int_0^\infty (Te^{M_t}T^\dagger - e^{N_t}) \vec{p}_0 \ dt \right\|_2 \]

4. Define \( \tau_0, \mu_0 \) and \( \Delta \tau_0 \) in the same way, replacing \( N \) with \( N_0 \).

For our bounds we always assume that our networks are connected, that means any two sites can exchange populations, at least via some intermediate sites (exact definition in \[4.3.2\]) and that the site interactions are real. A system can always be decomposed into connected components, so the result generalizes easily. The second restriction makes our proofs simpler, but it is clear that the generalization to complex interactions could be treated in a similar manner to yield the same bounds.

Our first results shows how fast the relaxation time of the two kinetic networks \( N_0 \) and \( N \) approximate that of the quantum network \( M \) as \( \Theta \Gamma^{-1} \) gets small.

**Theorem 34.** Assume the network is connected, the site interactions are real \( V_{kl} \in \mathbb{R} \) and that every site experiences dephasing \( \gamma_k > 0 \). Then \( V_{kl}, E_k \) and \( \gamma_k \) determine scaling invariant constants \( k_1 \) and \( k_2 \), and for \( \Theta \Gamma^{-1} \) small enough we have the following bounds:

1. The relative difference of relaxation time between quantum evolution \( M \) and kinetic evolution \( N_0 \) is bounded by

\[ \Delta \tau_{0,\text{rel}} = \Delta \tau_0/\tau_0 \leq k_1 \Theta \Gamma^{-1} \]

2. The relative difference of relaxation time between quantum evolution \( M \) and kinetic evolution \( N \) is bounded by

\[ \Delta \tau_{\text{rel}} = \Delta \tau/\tau \leq k_2 \Theta^2 \Gamma^{-2} \]

This Theorem follows from Theorem 37 and Corollary 39 in Section 4.4.

We also find the following exponential bounds on the time dependence.
Theorem 35. Assume the network is connected, the site interactions are real $V_{kl} \in \mathbb{R}$ and that every site experiences dephasing $\gamma_k > 0$. The $V_{kl}$, $E_k$ and $\gamma_k$ determine scaling invariant constants $k_3$, $k_4$ and $k_5$. Let $\rho_0$ be any initial population distribution with total population 1. If $\Theta \Gamma^{-1}$ is small enough we have the following bounds:

1. For all times $t \geq 0$
   \[ \| T e^{M^t T} \rho_0 - e^{N_0 t} \rho_0 \|_2 \leq k_3 e^{-\mu_0 t/2} \cdot \Theta \Gamma^{-1}. \]

2. For all times $t \geq 0$
   \[ \| T e^{M^t T} \rho_0 - e^{N_0 t} \rho_0 \|_2 \leq k_4 e^{-\mu t/2} \cdot \Theta \Gamma^{-2}(1 + k_5 \log \Theta \Gamma^{-1}). \]

This Theorem follows from Theorem 40 and Corollary 42 in Section 4.5. We expect that more sophisticated methods might yield without the $\Theta \Gamma^{-2} \log \Theta \Gamma^{-1}$ term.

4.2 Kinetic networks

In this section we show how kinetic networks emerge naturally out of the study of the resolvent $(z - M)^{-1}$. First, we split $M$ into block matrices separating populations and coherences. Then the population matrix block of the resolvent can be extracted and a simplification yields the network $N$. To separate the contributions of $N$ into parts that scale like $\Theta$ and parts that scale like $\Gamma$ we expand $N$ in powers of $\Theta \Gamma^{-1}$, giving the series

\[ N = \sum_{k=0}^{\infty} N_k \]

with the leading order contribution being $N_0$. Because $M$ is a $n^2 \times n^2$ matrix we do not describe it in full detail here. However, in Appendix (C.1) we follow the procedure of deriving $N_0$ and $N$ described below, giving the full expressions in the case $n = 3$.

4.2.1 Converting the master equation

We rewrite the master equation (4.3), skipping the scaling factors $\Theta$ and $\Gamma$, it is easy to reintroduce them at a later point

\[ \dot{\rho} = -i[H + V, \rho] + \mathcal{L}(\rho). \]
Our first goal is to convert this into the differential equation

\[ \dot{\mathbf{\rho}} = M\mathbf{\rho} \]

for density “vectors” \( \mathbf{\rho} \in \mathbb{R}^{n^2} \). Notice that because \( \rho = \rho^\dagger \) the space of density matrix has \( n^2 \) real dimensions, so we are not using any information when mapping \( \rho \) to \( \mathbf{\rho} \).

We use the following conversion:

1. The first \( n \) entries of the density vector are the populations – the real diagonal entries of \( \rho \).
2. For the entries \( n + 1 \) to \( n^2 \) we alternate between real and imaginary parts of the coherences – the off-diagonal entries of \( \rho \) – starting with entry \( \rho_{kl} \) where \( k = 1 \) and \( l = 2 \) continuing by increasing \( l \) until \( l = n \), then moving to the entry \( \rho_{23} \). We multiply all these entries with \( \sqrt{2} \), a normalization factor useful to achieve simpler expressions later on.

In terms of index equations this is:

1. For \( k = 1 \ldots n \)
   \[ \dot{\rho}_k = \rho_{kk} . \]

2. For \( k, l \in \{1, \ldots, n\} \) with \( k < l \)
   \[ \begin{align*}
   \dot{\rho}_{n+2n(k-1)-k(k+1)+2l-1} &= \sqrt{2} \text{Re} \rho_{kl} \\
   \dot{\rho}_{n+2n(k-1)-k(k+1)+2l} &= \sqrt{2} \text{Im} \rho_{kl} .
   \end{align*} \]

Other mappings will yield the same kinetic networks, as long as they allow for an easy separation of population and coherence space.

While somewhat tedious, it is now relatively straightforward to find the matrix \( M \) such that

\[ \dot{\mathbf{\rho}} = M\mathbf{\rho} . \]

To find the rows \( k = 1 \ldots n \) we write out the diagonal components of the RHS of (4.4), and to find rows \( k = n + 1, \ldots, n^2 \) we write out the off-diagonals of the RHS of (4.4). We follow this procedure explicitly for the case \( n = 3 \) in Appendix C.1. From there it is obvious how the procedure generalizes to larger \( n \). Here we will only present the final form.
4.2.2 The coherent evolution matrix $M$

For simple notation and to simply extract the kinetic networks we split up the density vector space $\mathbb{R}^{n^2}$. Let $P = \mathbb{R}^n$ be the space of populations and let $C = \mathbb{R}^{n^2-n}$ be the space of coherences. We can then write density vectors as $\vec{\rho} = \begin{pmatrix} \vec{p} \\ \vec{c} \end{pmatrix}$ with $\vec{p} \in P$ and $\vec{c} \in C$. With this splitting the matrix $M$ describing the quantum network looks like

$$M = \begin{pmatrix} 0 & -a^\dagger \\ a & b \end{pmatrix}$$

where $a : P \to C$ and $b : C \to C$ are real matrices (so $a^\dagger = a^\top$, but we’ll keep the more general notation for later). Notice that the populations do not affect each other directly, but only via the coherences.

Matrix $a$ describes how populations couple to coherences, its entries are real and imaginary parts of $V_{kl}$, naturally, site $k$ will only couple to coherences $kl$ with $l \neq k$, thus of the $(n^2 - n)$ entries in the $k$-th column of $a$ only $2(n-1)$ are nonzero. Matrix $b$ describes how coherences couple to other coherences, if considered as a block matrix with $2 \times 2$-blocks the diagonal block for the coherence between site $k$ and site $l$ is of the form

$$\begin{pmatrix} -\gamma_{kl} & -E_{kl} \\ E_{kl} & -\gamma_{kl} \end{pmatrix} \quad (4.5)$$

where

$$\gamma_{kl} = \frac{1}{2}(\gamma_k + \gamma_l)$$

$$E_{kl} = E_k - E_l.$$ 

The off-diagonal blocks consist of real and imaginary parts of $V_{kl}$.

From the form of $M$, when ignoring the off-diagonal blocks of $b$, we see that the site $k$ couples to the site $l$ via the coupling strength $V_{kl}$, then some mixture of $\gamma_{kl}$ and $E_{kl}$ and then again via the coupling strength $V_{kl}$. This reminds us of the rates of the form $\mu = \frac{2V^2 \gamma}{\gamma^2 + E^2}$ described in (4.1) that make up the matrix $N_0$. We will make this intuition precise is the next subsections.

4.2.3 Extracting the kinetic network $N$

To extract kinetic networks from $M$ we consider its resolvent $(z - M)^{-1}$. Remember that for any holomorphic function $f$ we have

$$f(M) = \frac{1}{2\pi i} \oint f(z)(z - M)^{-1} \, dz.$$
Therefore, if one can bound the resolvent appropriately, one can also bound the evolution operator $e^{Mt}$ and other related quantities. Because we only care about approximating the population dynamics we restrict our view to the population block of the resolvent of $M$. The Banchiewicz formula \cite{7} gives the inverse of a $2 \times 2$-block matrix. The first block of the inverse – in our case the population block – is called the Schur complement, and due to its basic nature has many applications in applied mathematics, statistics and physics \cite{71}. Here we use it to “pull” the coherence dynamic back into population space. Only writing the Schur complement and skipping the other blocks of the resolvent we have

$$
(z - M)^{-1} = \begin{pmatrix}
(z - a^\dagger(b - z)^{-1}a)^{-1} & \\
. & .
\end{pmatrix}.
$$

Remember the operator $T$, the restriction to population space. With our choice of density vector basis it has the form

$$
T = \begin{pmatrix}
\mathbb{1}_n & 0_{n \times (n^2 - n)}
\end{pmatrix}.
$$

The difference of evolution for initial conditions $\tilde{\rho}_0 = \begin{pmatrix} \tilde{\rho}_0 \\ 0 \end{pmatrix}$ ($\tilde{\rho}_0$ is zero coherences) between quantum network $M$ and kinetic network $N$ is thus

$$
(T e^{Mt} T^\dagger - e^{Nt}) \tilde{\rho}_0 = \frac{1}{2\pi i} \oint e^{zt} \left( (z - a^\dagger(b - z)^{-1}a)^{-1} - (z - N)^\dagger \right) dz.
$$

For a good approximation we require

$$
(z - a^\dagger(b - z)^{-1}a)^{-1} \approx (z - N)^\dagger.
$$

(4.6)

At this point it is a small step to drop the second $z$ on the LHS, in which case the formula becomes equality if we set

$$
N = a^\dagger b^{-1}a.
$$

To see intuitively that this approximation is good, consider the following. Matrix $b$ contains terms proportional to $\Gamma$ on its diagonal and terms proportional to $\Theta$ on its off-diagonal, matrix $a$ is proportional to $\Theta$, therefore

$$
N \propto \Theta^2 \Gamma^{-1}.
$$
when $\Theta \Gamma^{-1}$ becomes small. For values of $z$ that are smaller than eigenvalues of $b$ the approximation (4.6) is good because $(b - z)^{-1} \approx b^{-1}$, for values of $z$ larger than eigenvalues of $b$ is good, because then $z$ is much larger than the eigenvalues of $N$, and so both sides of (4.6) are approximately $z^{-1}$. This basic insight is what drives our bounds in Section 4.7.

4.2.4 Expanding $N$

As mentioned in 4.2.2, $b$ consists of $2 \times 2$-blocks proportional to $\Gamma$ on the diagonal and $2 \times 2$-blocks proportional to $\Theta$ on the off-diagonal. We separate this contributions defining

$$b = b_0 + \nu$$

where $b_0 \propto \Gamma$ and $\nu \propto \Theta$ is the block-diagonal and block-off-diagonal of $b$ respectively. If $\Theta \Gamma^{-1}$ is small enough and if $b_0$ is invertible we can expand

$$b^{-1} = \sum_{k=0}^{\infty} b_0^{-1} (-\nu b_0^{-1})^k.$$

This leads to the expansion

$$N = a^\dagger b^{-1} a = \sum_{k=0}^{\infty} N_k$$

with

$$N_k = a^\dagger b_0^{-1} (-\nu b_0^{-1})^k a.$$

(4.7)

When using explicit forms of $a$, $b_0$ and $\nu$ one can see that the rates in $N_k$ consist of corrections due to interactions via $k$ intermediates. Roughly speaking, every of the $(k + 1)$ sites along the chain contributes a factor of $\Theta$, every of the $k$ coherences (links) contributes a factor of $\Gamma^{-1}$, thus $N_k$ scales like $\Theta^{k+1} \Gamma^{-k}$.

4.2.5 The network $N_0$

We now present the explicit form of

$$N_0 = a^\dagger b_0^{-1} a$$

the dominant contribution to $N$. We only show the crucial parts of the calculations that should make clear how to get the result for general $n$.

Notice that, from 4.2.4 and (4.5), it follows that $b_0$ is a $(n^2 - n) \times (n^2 - n)$ matrix with the only nonzero
entries being $2 \times 2$ blocks
\[
\begin{pmatrix}
-\gamma_{kl} & -E_{kl} \\
E_{kl} & -\gamma_{kl}
\end{pmatrix}
\]
along the diagonal. With the unitary transformation
\[
U_0 = \frac{1}{\sqrt{2}} \begin{pmatrix}
-i & i \\
1 & 1
\end{pmatrix}
\]
we can diagonalize these $2 \times 2$ blocks. Hence, the entire matrix $b_0$ can be diagonalized by applying the transformation
\[
U = \mathbb{1}_{(n^2-n)/2} \otimes U_0
\]
and
\[
\tilde{b}_0 = U^\dagger b_0 U = \text{diag}(\alpha_{12}, \bar{\alpha}_{12}, \alpha_{13}, \bar{\alpha}_{13}, \ldots, \alpha_{n-1,n})
\]
with
\[
\alpha_{kl} = -\gamma_{kl} + iE_{kl}
\]
where $\text{diag}$ denotes a diagonal matrix with given diagonal entries. In fact, $U$ also helps to simplify $a$, consider the case $n = 3$
\[
\tilde{a} = U^\dagger a = \begin{pmatrix}
\bar{V}_{12} & -\bar{V}_{12} \\
V_{12} & -V_{12} \\
\bar{V}_{13} & -\bar{V}_{13} \\
V_{13} & -V_{13} \\
\bar{V}_{23} & -\bar{V}_{23} \\
V_{23} & -V_{23}
\end{pmatrix},
\]
and the same happens for $\tilde{\nu} = U^\dagger \nu U$ (derivation in Appendix C.1). Notice that both $\tilde{b}_0$ and $\tilde{a}$ are complex matrices, still, we can use the transformed matrices $\tilde{a}$, $\tilde{b}_0$, and $\tilde{\nu}$ when finding explicit expressions for the real matrices $N_k$, because $U$ cancels out. For example
\[
N_0 = a^\dagger b_0^{-1} a
\]
\[
= a^\dagger U U^\dagger b_0^{-1} U U^\dagger a.
\]
\[
= (U^\dagger a)^\dagger (U^\dagger b_0^{-1} U)^{-1} (U^\dagger a)
\]
\[
= \tilde{a}^\dagger \tilde{b}_0^{-1} \tilde{a}.
\]
In the case \( n = 3 \) we get

\[
N_0 = \begin{pmatrix}
-\mu_{12} - \mu_{13} & \mu_{12} & \mu_{13} \\
\mu_{12} & -\mu_{12} - \mu_{23} & \mu_{23} \\
\mu_{13} & \mu_{23} & -\mu_{13} - \mu_{23}
\end{pmatrix}
\]  

(4.11)

with

\[
\mu_{kl} = \frac{2 |V_{kl}|^2 \gamma_{kl}}{\gamma_{kl}^2 + E_{kl}^2}.
\]

The following simplified calculation illustrates how the rates \( \mu_{kl} \) result from the matrix multiplication \( \tilde{a}^\dagger \tilde{b}_0 \tilde{b}_0^{-1} \tilde{a} \)

\[
\begin{pmatrix}
\tilde{V} \\
V
\end{pmatrix} \begin{pmatrix}
\alpha^{-1} & 0 \\
0 & \tilde{\alpha}^{-1}
\end{pmatrix} \begin{pmatrix}
-\tilde{V} \\
-V
\end{pmatrix} = -V \tilde{V} (\alpha^{-1} + \tilde{\alpha}^{-1})
\]

\[
= \frac{2 |V|^2 \gamma}{\gamma^2 + E^2}.
\]

More generally for any \( n \) we have

\[
(N_0)_{kl} = \mu_{kl}
\]

(4.12)

for \( i \neq j \) and

\[
(N_0)_{kk} = -\sum_{l \neq k} \mu_{kl}
\]

(4.13)

This is just the network described in [13] and the introduction.

4.2.6 Including re-emission, recombination and trapping

The population decreasing effects of re-emission, recombination and trapping can all be described by the rates \( \kappa_k \) of the diagonal anti-hermitian operator

\[
A = -\frac{i}{2} \sum_{k=1}^{n} \kappa_k |k\rangle \langle k|
\]

included in our general master equation (4.2). The contribution to the rate of change \( \dot{\rho} \) is easily calculated

\[
-i \{A, \rho\} = -\sum_{k,l} \frac{1}{2} (\kappa_k + \kappa_l) |i\rangle \langle j|,
\]

and \( M \) becomes

\[
M = \begin{pmatrix}
c_1 & -a^\dagger \\
\alpha & b + c_2
\end{pmatrix}
\]
with the new contributions
\[ c_1 = -\text{diag}(\kappa_1, \kappa_2, \ldots, \kappa_n) \]
and
\[ c_2 = -\text{diag}(\kappa_{12}, \kappa_{12}, \kappa_{13}, \kappa_{13}, \ldots, \kappa_{n-1,n}) \]
with \( \kappa_{kl} = \frac{1}{2}(\kappa_k + \kappa_l) \) the rate that decreases the coherence of sites \( k \) and \( l \). With this the networks become
\[
\begin{align*}
N_0 &= a^\dagger (b_0 + c_2)^{-1} a + c_1 \\
N &= a^\dagger (b + c_2)^{-1} a + c_1 \\
N_k &= a^\dagger (b_0 + c_2)^{-1} (-\nu(b_0 + c_2)^{-1})^k a
\end{align*}
\]
which also hold with the replacements \( a \to \tilde{a}, b \to \tilde{b} \) and \( \nu \to \tilde{\nu} \), while leaving \( c_1 \) and \( c_2 \) unchanged.

The rates in \( N_0 \) can again be calculated directly
\[
(N_0)_{kl} = \mu_{kl} = \frac{2 |V_{kl}|^2 (\gamma_{kl} + \kappa_{kl})}{(\gamma_{kl} + \kappa_{kl})^2 + E_{kl}^2}
\]
for \( k \neq l \) and
\[
(N_0)_{kk} = -\kappa_k - \sum_{l \neq k} \mu_{kl}.
\]

### 4.2.7 Numerical simulations

According to the last two subsections, network \( N_0 \) is easy to calculate directly, while network \( N \) and any \( k \)-site contribution \( N_k \) can be formed from the general definition of \( \tilde{a}, \tilde{b}_0 \) and \( \tilde{\nu} \) (see Appendix (C.2)) which can be somewhat tedious. However, there is another approach related to numerical simulations. When running numerical calculations to simulate a complex master equation (4.2) on a software like Octave or Matlab, the need to convert the equation to the form
\[
\dot{\hat{\rho}} = M\hat{\rho}
\]
with a real $M$ arises in any case. This can be done as we describe it in [12.1] or more easily – because we have the help of a computer – by defining an orthonormal density space basis. For example set

$$
\sigma_k = |k\rangle\langle k|
$$

$$
\xi_{kl} = (|k\rangle\langle l| + |l\rangle\langle k|)/\sqrt{2}
$$

$$
\eta_{kl} = (-i|k\rangle\langle l| + i|l\rangle\langle k|)/\sqrt{2}
$$

for $k < l$. Then matrix $M$ can be formed by applying the master equation to those vectors and finding their coordinates. The following gives the population space block of $M$

$$
M_{kl} = \text{Tr}\left(\sigma_{k}^{\dagger}M(\sigma_{l})\right)
$$

where $M$ is the superoperator formed by the RHS of the master equation (4.2). Once the entire real matrix is found it is cut into population and coherence blocks

$$
M = \begin{pmatrix}
m_{PP} & m_{PC} \\
m_{CP} & m_{CC}
\end{pmatrix}
$$

and a generalized kinetic network of the same form as $N$ is calculated as

$$
N = m_{PC}m_{CC}^{-1}m_{CP} + m_{PP}.
$$

Hence, if one has already calculated $M$ in order to simulate a quantum network, it only takes a few steps to find the kinetic network approximation $N$.

### 4.3 Preliminaries

In this section we give some definitions and conditions. The conditions allow us to infer basic facts about the spectra of the operators $N_0$, $N$ and $M$, which are required for all our bounds in Sections (4.4), (4.5) and (4.7).
4.3.1 Norm

Because for our bounds of the relaxation time we remove all population decreasing effects all evolutions $M$, $N_0$, and $N$ leave the total population invariant. Therefore we split up the space of populations $P$. Set

$$\vec{e} = (1, \ldots, 1)/n \in P$$

the equal population vector. As we will prove in Proposition 36, as long as the network meets certain conditions, both quantum and kinetic evolutions will tend to $\vec{e}$ for any initial condition with total population 1. Consequently, we are only interested in the properties of our matrices in the space of population inequalities

$$I = \vec{e}^\top = \left\{ \vec{v} \mid \sum_k v_k = 0 \right\}.$$  

This is reflected in the norm we use, defines as follows. For $A : X_1 \rightarrow X_2$ where $X_1$ and $X_2$ are equal to $I$ or $C$ we define the operator norm as

$$\|A\| = \sup_{v \in X_1} \|Av\|_2/\|v\|_2,$$

where $\|\cdot\|_2$ is the Euclidean norm. Hence, from now on, we think of our matrix blocks as

$$a : I \rightarrow C,$$

$$b : C \rightarrow C,$$

$$a^\dagger : C \rightarrow I.$$  

Note that $\|a\|$ is the same if we maximize over $I$ or $P$ because $a\vec{e} = 0$, and that $\|a\| = \|a^\dagger\|$. Also, according to Proposition 36, $N_0 < 0$ on $I$ and therefore $N_0^{-1}$ is well-defined. The same holds for $N$. Define

$$\mu = \|N^{-1}\|^{-1},$$

to be the eigenvalue closest to 0 in $N$ in $I$, define $\mu_0$ the same way for $N_0$.

4.3.2 Conditions

For all our following bounds we have a set of conditions.

- First, we require that the network is connected, in the sense that any two sites $k$ and $l$ are coupled, at least via some intermediates, i.e. for some integer $p \geq 0$ there are sites $m_j$, $j = 1 \ldots p$ such that the
product
\[ V_{km_1}V_{m_1m_2} \cdots V_{m_{p-1}m_p}V_{k_0} \]
is nonzero. This condition ensures that all sites can exchange population and the evolution ultimately converges to \( \vec{e} \).

- Second, we require all the site dephasing rates to be strictly positive, \( \gamma_k > 0 \). This condition is essential for our approximation, as the coherences need to decay for the evolution \( M \) to become non-oscillatory. Notice that the limit \( \Theta \Gamma^{-1} \to 0 \) does not require that the dephasing rates get larger, but they will be much larger than the magnitude of eigenvalues of \( N \) or \( N_0 \), the population decay rates, because \( \Gamma \gg \Theta^2 \Gamma^{-1} \).

- Finally, we require that the \( V_{kl} \) are \textit{real}. This ensures that \( N \) is symmetric and has a real spectrum (see Proposition 36), which allows simpler bounds in our proofs. While \( N_0 \) is always symmetric, we first compare the evolutions of \( M \) and \( N \), and then the evolutions of \( N \) and \( N_0 \). Therefore we require this condition for both \( N_0 \) and \( N \). We are confident that our methods would extend to the case of complex \( V_{kl} \), but for the sake of clarity we restrict ourselves to the simpler case.

### 4.3.3 Inverse bounds

Or proofs consist mainly of using the following two bounds on the inverse on different parts of resolvents.

First, consider the Taylor series of the inverse close to 1, which for real numbers \( x \) gives

\[ |(1 + x)^{-1} - 1| \leq 2|x| \]

for \( |x| \leq 1/2 \). This is readily translated to a bound for operators

\[ \| (A + B)^{-1} - A^{-1} \| \leq 2 \| A^{-1} \|^2 \| B \| \] (4.15)

for \( \| B \| \leq \frac{1}{2} \| A^{-1} \|^{-1} \).

Second, if \( A < -c < 0 \) is a negative definite, self-adjoint, finite dimensional operator and \( z \in \mathbb{C} \) with \( \text{Re} \, z \geq 0 \) then

\[ \| (z - A)^{-1} \| \leq c^{-1} \] (4.16)

and

\[ \| (z - A)^{-1} \| \leq |z|^{-1} \] (4.17)
these two bounds follow from the fact

$$
\| (z - A)^{-1} \| = \max \{ |\lambda| |\lambda \in \text{Spec} \ (z - A)^{-1} \}
= \max \{ |(z - \lambda)^{-1}| |\lambda \in \text{Spec} \ A \}.
$$

### 4.3.4 Spectral properties

The following Proposition gives some basic facts about the spectra of the kinetic networks $N$ and $N_0$. We will use these properties for the proofs of our bounds.

**Proposition 36.** The matrices $N_0$ and $N$ as defined in 4.2.5 and 4.2.3 have the following properties

1. $N_0$ is real and symmetric.
2. $N$ is real.
3. If the interactions $V_{kl}$ are real then $N$ is symmetric.
4. $N_0 \vec{e} = N \vec{e} = 0$
5. If $\gamma_k > 0$ and the network is connected network then $N_0 < 0$ on $I$.
6. For $\Theta \Gamma^{-1}$ small enough, $N_0 < -\mu/2$ and $N < -\mu_0/2$ on $I$.

**Proof.** 1. These properties follow directly from the form in (4.12) and (4.13).

2. $N$ is real because it is a product of $a$, $b^{-1}$ and $a^\dagger$ which are also real.

3. If $V_{kl}$ is real then $\tilde{a}$ (see (4.10)) is real, so

$$
N = \tilde{a}^\dagger \tilde{b}^{-1} \tilde{a}
$$

Furthermore, $\tilde{b}^\dagger = \tilde{b}$ (see Appendix C.1) therefore

$$
N^\dagger = \tilde{a}^\dagger (\tilde{b}^{-1})^\dagger \tilde{a}
= \tilde{a}^\dagger (\tilde{b}^\dagger)^{-1} \tilde{a}
= N.
$$

4. From (4.10) it is not hard to understand how $\tilde{a}$ looks for any $n$. One sees that the two rows for the coherence between sites $k$ and $l$ have exactly two non-zero entries, the first has $V_{kl}$ and $-V_{kl}$, and the second has $\bar{V}_{kl}$ and $-\bar{V}_{kl}$. Therefore $\tilde{a} \vec{e} = 0$ and so $N_0 \vec{e} = N \vec{e} = 0$. 
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5. For $\vec{v} \in I$ we have $\sum_k v_k = 0$. Now

$$\vec{v}^\dagger N_0 \vec{v} = -\sum_{k<l} \mu_{kl} (v_k - v_l)^2 \leq 0$$

The condition for equality is as follows. Because $\gamma_k > 0$ we have

$$V_{kl} \neq 0 \iff \mu_{kl} \neq 0.$$ 

Hence, because the network is connected, we have $v_k = v_l$ for all $k$ and $l$ and with $\sum_k v_k = 0$ it follows that $\vec{v} = 0$, thus $N_0 < 0$ on $I$.

6. Because $\mu_0 = \|N_0^{-1}\|^{-1}$ and $N_0 < 0$ we have $N_0 \leq -\mu_0$ on $I$. Note that $\mu \propto \Theta^2 \Gamma^{-1}$ can grow as $\Theta \Gamma^{-1}$ gets small, so $\mu - \mu_0$ can grow in absolute value, however, as we now show the spectra of $N$ and $N_0$ approach each other relative to their “size”

$$\mu - \mu_0 \ll \mu_0$$

We bound the distance of $N$ and $N_0$ with the inverse bound. For $\Theta \Gamma^{-1}$ small enough we have $\|\nu\| \leq \frac{1}{2} \|b_0^{-1}\|^{-1}$ and we can apply (4.15) on

$$\|(b_0 + \nu)^{-1} - b_0^{-1}\| \leq 2 \|b_0^{-1}\| \|\nu\|.$$ 

Now

$$\|N - N_0\| = \|a^\dagger (b^{-1} - b_0^{-1}) a\| = \|a\|^2 2 \|b_0^{-1}\| \|\nu\|.$$ 

So, the distance of $N$ and $N_0$ is proportional to $\Theta^2 \Gamma^{-2} \Theta$, and the eigenvalues in $N_0$ and $N$ – in particular $\mu_0$ and $\mu$ – are proportional to $\Theta^2 \Gamma^{-1}$. Comparing the two gives

$$\Theta^2 \Gamma^{-2} \Theta \ll \Theta^2 \Gamma^{-1}$$

because $\Theta \Gamma^{-1} \ll 1$. That means the eigenvalues are approaching each other relative to their magnitude, in
particular \( N \) becomes negative definite like \( N_0 \), and

\[
\frac{|\mu - \mu_0|}{\mu_0} \to 0.
\]

Now it immediately follows that

\[
N < -\mu < \mu_0/2 \\
N_0 < -\mu_0 < \mu/2.
\]

4.4 Bounding relaxation time error

We now give an explicit definition of relaxation time and the norms we use to control it. Then we derive bounds first comparing the quantum network \( M \) to the kinetic network \( N \), and then comparing the kinetic networks \( N \) and \( N_0 \).

As a simple check of sanity consider the following. If we scale \( \Gamma \propto s \) and \( \Theta \propto s \) then also \( M, N \propto s \) and time scales inversely \( \Delta \tau, \tau \propto s^{-1} \). Therefore the relative error \( \Delta \tau_{\text{rel}} = \Delta \tau/\tau \) stays unchanged and we expect bounds in terms of positive powers of \( \Theta \Gamma^{-1} \). Our two bounds show exactly this behavior. The approximation of \( N \) to \( M \) is proportional to \( \Theta^2 \Gamma^{-2} \), while the approximation of \( N_0 \) to \( N \) is proportional to \( \Theta \Gamma^{-1} \), combining the two approximations it follows that the approximation of \( N_0 \) to \( M \) is also proportional \( \Theta \Gamma^{-1} \).

Note that all the results in this Section require the conditions in 4.3.2.

4.4.1 Relaxation time

By Proposition 36, the eigenvalues of \( N \) and \( N_0 \) on \( I \) are all negative for \( \Theta \Gamma^{-1} \) small enough, so for any initial distribution \( \bar{p}_0 \in I \)

\[
e^{Nt} \bar{p}_0 \to 0 \\
e^{N_0 t} \bar{p}_0 \to 0
\]
for large $t$. We can integrate

$$\int_0^\infty e^{Nt} \, dt = N^{-1}$$

and applying the operator norm maximizes the relaxation time for the kinetic network $N$ over all possible population inequalities $\vec{p}_0 \in I$, set

$$\tau = \mu^{-1} = \|N^{-1}\| = \|(a^\dagger b^{-1}a)^{-1}\| = \left\| \int_0^\infty e^{Nt} \, dt \right\|$$

and in the same way we define $\tau_0 = \mu_0^{-1}$ for the network $N_0$.

We define the error in relaxation time as the relaxation time difference maximized over $I$

$$\Delta \tau = \left\| \int_0^\infty Te^{Mt}T^\dagger - e^{Nt} \, dt \right\|.$$

Hence, bounding $\Delta \tau$ means controlling the worst possible error in relaxation time when approximating $M$ by $N$. The relative error is

$$\Delta \tau_{\text{rel}} = \Delta \tau / \tau$$

notice that we compare the worst possible relaxation time error to the longest possible relaxation time, those two do not necessarily occur for the same initial condition. We define $\Delta \tau_0$ and $\Delta \tau_{0,\text{rel}}$ in the same way, comparing $N$ and $N_0$.

### 4.4.2 Resolvent difference

Converting the operator for the relaxation time error we get

$$\int_0^\infty Te^{Mt}T^\dagger - e^{Nt} \, dt = TM^{-1}T^\dagger - N^{-1}$$

$$= \frac{1}{2\pi i} \oint \frac{1}{z} \left( T \frac{1}{z-M} T^\dagger - \frac{1}{z-N} \right) \, dz$$

$$= \frac{1}{2\pi i} \oint \frac{1}{z} \left( \frac{1}{z-a^\dagger(b-z)^{-1}a} - \frac{1}{z-a^\dagger b^{-1}a} \right) \, dz,$$
where the complex integration follows a contour surrounding both Spec $M$ and Spec $N$. Define $S(z)$ to be the difference of the two resolvents

$$S(z) = \frac{1}{z - a^\dagger(b - z)^{-1}a} - \frac{1}{z - a^\dagger b^{-1}a}.$$  

We now seek a bound on

$$\left\| \int_0^\infty Te^{Mt}T^\dagger - e^{Nt} dt \right\| = \left\| \frac{1}{2\pi i} \oint \frac{1}{z} S(z) \, dz \right\|. \quad (4.18)$$

### 4.4.3 Comparing the relaxation time of $M$ and $N$

When bounding second order terms with the inverse bound we encounter

$$\kappa = \|a\|^2 \|b^{-1}\|^2$$

and $\kappa_0$ for the corresponding terms with $b_0$ instead of $b$. Notice the scaling behavior $\mu, \mu_0 \propto \Theta^2 \Gamma^{-1}$ and $\kappa, \kappa_0 \propto \Theta^2 \Gamma^{-2}$.

We will change the contour integration in (4.18) to be along the imaginary axis $z = iy$ for $y \in \mathbb{R}$. We prove the somewhat technical bounds on $S(iy)$ in Lemma 43 in Section 4.7.

**Theorem 37.** If $\Theta \Gamma^{-1}$ is small enough then

$$\Delta\tau = \left\| \int_0^\infty Te^{Mt}T^\dagger - e^{Nt} dt \right\| \leq \frac{4}{\pi} \kappa^{-1}(1 + \beta)$$

where $\beta > 0$ is the scaling independent constant from Lemma 43. This gives a bound on the relative error

$$\Delta\tau_{rel} = \Delta\tau/\tau \leq \frac{4}{\pi} \kappa(1 + \beta) = k_2 \Theta^2 \Gamma^{-2}$$

where $k_2$ is scaling invariant.

**Proof.** We set the integration contour in (4.18) to be along the complex axis $z = iy$ for $y \in \mathbb{R}$ with $y$ going from $-R$ to $+R$. We close the contour to the left in the half plane of negative real parts along a circle of radius $R$. According to Lemma 43, $S(z)$ has no poles with $\text{Re} \, z \geq 0$ and so all poles lie within this contour for $R$ large enough and $\Theta \Gamma^{-1}$ small enough. As $R$ tends to infinity the integrand behaves like $\frac{1}{R^2}$ so the half-circle does not contribute to the integral. We can therefore change to complex integral to an integral in $y$ over all of $\mathbb{R}$

$$\left\| \int_0^\infty Te^{Mt}T^\dagger - e^{Nt} dt \right\| = \left\| \frac{1}{2\pi} \int_\mathbb{R} \frac{1}{iy} S(iy) \, dy \right\|. \quad 112$$
Now split up the integral into two regions $|y| \leq \mu$ and $|y| \geq \mu$ and then use the corresponding bounds from Lemma \[43\]. Choose $\Theta \Gamma^{-1}$ small enough so that $\mu < \alpha$ and use part 1 of the Lemma to bound

$$
\left\| \int_{-\mu}^{\mu} \frac{1}{iy} S(iy) \, dy \right\| \leq \int_{-\mu}^{\mu} \frac{1}{|y|} \cdot 4\kappa \mu^{-2} |y| \, dy \leq 8\kappa \mu^{-1},
$$

and use part 2 of the Lemma to bound

$$
\left\| \int_{\mu}^{\infty} \frac{1}{iy} S(iy) \, dy \right\| \leq \int_{\mu}^{\infty} \frac{1}{|y|} \cdot 4\beta \kappa |y|^{-1} \, dy \leq 4\beta \kappa \mu^{-1}.
$$

Adding the two bounds gives the result

$$
\left\| \int_{0}^{\infty} T e^{M t} T^\dagger - e^{N t} \, dt \right\| \leq \left\| \int_{0}^{\infty} \frac{1}{2\pi i} \int \frac{1}{iy} S(iy) \, dy \right\| \leq \frac{1}{2\pi} 8\kappa \mu^{-1} (1 + \beta).
$$

\[ \square \]

4.4.4 \ Comparing the relaxation time of $N$ and $N_0$

**Theorem 38.** If $\Theta \Gamma^{-1}$ is small enough then

$$
\Delta \tau_1 = \left\| \int_{0}^{\infty} e^{N t} - e^{N_0 t} \, dt \right\| \leq 4\kappa \mu^{-2} \|\nu\|
$$

where $\mu$ and $\kappa$ can also be replaced by $\mu_0$ and $\kappa_0$. This gives a bound on the relative error

$$
\Delta \tau_{1, \text{rel}} = \Delta \tau_1 / \tau \leq 4\kappa \mu^{-1} \|\nu\| = k'_2 \Theta \Gamma^{-1}
$$

where $k'_2$ is scaling invariant.

**Proof.** In this case we don’t need to bound the resolvent, instead we can evaluate the integral

$$
\int_{0}^{\infty} e^{N t} - e^{N_0 t} \, dt = N^{-1} - N_0^{-1}.
$$

We use the inverse bound \[4.15\] twice. First, because $\|\nu\| \leq \frac{1}{2} \|b^{-1}\|^{-1}$ as long as $\Theta \Gamma^{-1}$ is small enough, we
can apply the bound on
\[ \|(b - \nu)^{-1} - b^{-1}\| \leq 2 \|b^{-1}\|^2 \|\nu\| . \quad (4.19) \]

Now, apply the bound again with \( A = N \) and \( B = N_0 - N \). The condition for \( B \) is
\[
\|B\| \leq \|a\|^2 \|(b - \nu)^{-1} - b^{-1}\|
\leq \|a\|^2 2 \|b^{-1}\|^2 \|\nu\|
= 2\kappa \|\nu\|
\leq 2 \|A^{-1}\|^{-1} = 2\mu
\]
where we used (4.19) in the second step. The last inequality is again achieved for \( \Theta\Gamma^{-1} \) small enough because the two sides scale like
\[ \Theta^2 \Gamma^{-2} \Theta \leq \Theta^2 \Gamma^{-1}. \]

Now it follows that
\[ \|N^{-1} - N_0^{-1}\| \leq 2 \|A^{-1}\|^2 \|B\| = 4\kappa\mu^{-2} \|\nu\| \]
as claimed. By switching the role of \( b \) and \( b_0 \) we receive the corresponding bound with \( \kappa_0 \) and \( \mu_0 \).

As a corollary we receive a bound on the relaxation time difference between the fully quantum mechanical evolution of \( M \) and the simple kinetic network evolution of \( N_0 \).

**Corollary 39.** If \( \Theta\Gamma^{-1} \) is small enough then for some scaling independent constant \( k_1 \)
\[ \Delta\tau_{0,\text{rel}} \leq k_1 \Theta\Gamma^{-1} \]

**Proof.** According to Proposition 36 we have \( |\mu - \mu_0| / \mu_0 \to 0 \), and therefore there is a \( c \) such that
\[ c \geq \tau / \tau_0 \]
for $\Theta^{-1}$ small enough. Then with Theorems \[37\] and \[38\] we have

\[
\Delta \tau_{0,\text{rel}} = \Delta \tau_0 / \tau_0 \\
\leq (\Delta \tau + \Delta \tau_1) / \tau_0 \\
\leq c(\Delta \tau + \Delta \tau_1) / \tau \\
\leq c(\Delta \tau_{\text{rel}} + \Delta \tau_{1,\text{rel}}) \\
\leq k_1 \Theta^{-1}.
\]

\[\square\]

4.5 Bounding evolution error

In this chapter we bound the difference of time evolution operators for $M$, $N$ and $N_0$. Our error bounds looks as follows

\[
\|e^{Mt} - e^{Nt}\| \leq e^{-\mu t/2} \cdot X
\]

where $X$ is proportional to $\Theta^2 \Gamma^{-2}$ up to a logarithmic term, and proportional to $\Theta \Gamma^{-1}$ if $N$ is replaced with $N_0$. The logarithmic term appears due to intermediate times. It seems the integral over time performed in the last chapter seems to have conveniently guided us around that logarithm. As for the time dependence, using a shifting integration contour might give a bound like $e^{-\mu t} \mu t$, but a better control of the spectrum would be necessary to shift the contour close to $-\mu$ for long times.

As in the last chapter in \[4.4.2\] we write the evolution difference as a complex integral before we prove bounds

\[
\|Te^{Mt}T^\dagger - e^{Nt}\| = \left\| \frac{1}{2\pi i} \int e^{zt} S(z) dt \right\|.
\]

(4.20)

Note that all the results in this Section again require the conditions in \[4.3.2\]

4.5.1 Comparing the evolution of $M$ and $N$

We will change the contour integration in (4.20) to be parallel to the imaginary axis $z = iy - \mu/2$ for $y \in \mathbb{R}$. With this choice the exponential in the integral yields exponential decay at rate $\mu/2$. Again we give the technical bounds on $S(iy - \mu/2)$ in Lemma \[44\] in Section \[4.7\]
Theorem 40. If $ΘΓ^{-1}$ is small enough then for all $t \geq 0$ we have

$$\|Te^{Mt}T^\dagger - e^{Nt}\| \leq e^{-\mu t} \cdot k_4 Θ^2 Γ^{-2} (1 + k_5 \ln Θ^{-1} Γ)$$

where $k_4$ and $k_5$ are a scaling independent constants.

Proof. We set the integration contour in (4.20) to parallel to the complex axis $z = iy - \mu/2$ for $y \in \mathbb{R}$ with $y$ going from $-R$ to $+R$. We close the contour to the left in the half plane of negative real parts along a circle or radius $R$. According to Lemmas 43 and 44, $S(z)$ is bounded for $\Re z \geq -\mu/2$ and hence has no poles. Therefore all the poles lie within the contour for $R$ large enough and $ΘΓ^{-1}$ small enough. As $R$ tends to infinity the integrand behaves like $\frac{1}{z^2} e^{Re z}$ so the half-circle does not contribute to the integral. We can therefore change to complex integral to an integral in $y$ over all of $\mathbb{R}$

$$\|Te^{Mt}T^\dagger - e^{Nt}\| = \left\| \frac{1}{2\pi} \int_{-R}^{R} e^{(iy-\mu/2)t} S(iy - \mu/2) \, dy \right\|.$$

Now split up the integral into three regions with $|y|$ in the intervals $[0, \mu]$, $[\mu, \hat{\alpha}]$ and $[\hat{\alpha}, +\infty)$ and then use the bounds from Lemma 44. Choose $ΘΓ^{-1}$ small enough so that $\mu < \hat{\alpha}$ and use part 1 of the Lemma to bound

$$\left\| \int_{0}^{\mu/2} e^{(iy-\mu/2)t} S(iy - \mu/2) \, dy \right\| \leq e^{-\mu t/2} \int_{0}^{\mu/2} 16\kappa \mu^{-2} |iy - \mu/2| \, dy \leq e^{-\mu t/2} 16\kappa$$

and

$$\left\| \int_{\mu/2}^{\hat{\alpha}} e^{(iy-\mu/2)t} S(iy - \mu/2) \, dy \right\| \leq e^{-\mu t/2} \int_{\mu/2}^{\hat{\alpha}} 4\kappa \cdot |y|^{-2} |iy - \mu/2| \, dy \leq e^{-\mu t/2} \int_{\mu/2}^{\hat{\alpha}} 4\kappa \cdot 2y^{1} \, dy = e^{-\mu t/2} 8\kappa \ln(2\hat{\alpha}/\mu),$$

and we use part 2 of the Lemma to bound

$$\left\| \int_{\hat{\alpha}}^{\infty} e^{(iy-\mu/2)t} S(iy - \mu/2) \, dy \right\| \leq e^{-\mu t/2} \int_{\hat{\alpha}}^{\infty} 4|y|^{-2} \|a\|^2 (b_{\text{min}} - \mu/2)^{-1} \, dy \leq e^{-\mu t/2} 4\hat{\alpha}^{-1} \|a\|^2 (b_{\text{min}} - \mu/2)^{-1}.$$
Adding the three bounds gives the result
\[
\|Te^{Mt}T^\dagger - e^{Nt}\| \leq e^{-\mu t/2} \left(4\kappa + 2\kappa \ln(2\hat{\alpha}/\mu) + \hat{\alpha}^{-1} \|a\|^2 (b_{\min} - \mu/2)^{-1}\right).
\]

The middle term of the parenthesis has the worst scaling behavior
\[2\kappa \ln(2\hat{\alpha}/\mu) \propto \Theta^2 \Gamma^{-2} \ln \Theta^{-1} \Gamma\]
while the other two terms scale like \(\Theta^2 \Gamma^{-2}\). Therefore there are some scaling independent constants \(k_4\) and \(k_5\) such that
\[
\|Te^{Mt}T^\dagger - e^{Nt}\| \leq e^{-\mu t/2} \cdot k_4 \Theta^2 \Gamma^{-2} \left(1 + k_5 \ln \Theta^{-1} \Gamma\right).
\]

\[\Box\]

### 4.5.2 Comparing the evolution of \(N\) and \(N_0\)

**Theorem 41.** If \(\Theta^{-1}\Gamma^{-1}\) is small enough then for all \(t \geq 0\) we have
\[
\|e^{Nt} - e^{N_0t}\| \leq e^{-\mu t/2} \cdot k'_4 \Theta^{-1} \Gamma^{-1}
\]
where \(k'_4\) is scaling independent, and where \(\mu\) and \(\kappa\) can also be replaced by \(\mu_0\) and \(\kappa_0\).

**Proof.** We are bounding the integral
\[
\frac{1}{2\pi i} \oint e^{zt} \tilde{S}(z) dz
\]
with resolvent difference
\[
\tilde{S}(z) = \frac{1}{z - N} - \frac{1}{z - N_0}.
\]
We use the same contour as in Proposition [40], \(z = iy - \mu/2\). According to Proposition [36], all poles of \(\tilde{S}(z)\) lie within this contour when \(\Theta^{-1}\Gamma^{-1}\) is small enough and \(R\) is large enough. Because of the \(e^{zt}\) factor and \(T(z)\) tending to zero, the integral over the half-circle tends to 0 as \(R\) becomes large.

We bound \(\tilde{S}(z)\) in much the same way that we bounded \(S(z)\) in Lemma [44], however, the procedure is more straightforward. Set
\[
X = (b - \nu)^{-1} - b^{-1},
\]
because \( \| \nu \| \leq \frac{1}{2} \| b^{-1} \|^{-1} \) we can use the inverse bound (4.15)

\[
\| X \| \leq 2 \| b^{-1} \|^2 \| \nu \|
\]

Now rewrite

\[
\hat{S}(z) = (z - a^\dagger b^{-1}a)^{-1} + (z - a^\dagger b^{-1}a - a^\dagger Xa)^{-1}.
\]

For any \( z \) with \( \text{Re} z = -\mu/2 \) and for \( \Theta \Gamma^{-1} \) small enough we have

\[
\| a^\dagger Xa \| \leq 2 \| a \|^2 \| b^{-1} \|^2 \| \nu \|
\]

\[
\leq \frac{1}{2} \| z - a^\dagger b^{-1}a \|
\]

and so we can apply (4.15) again

\[
\| \hat{S}(z) \| \leq 2 \| (z - a^\dagger ba)^{-1} \| \| a^\dagger Xa \|
\]

\[
\leq 4 \| (z - a^\dagger ba)^{-1} \|^2 \kappa \| \nu \|.
\]

Now we apply inverse bounds (4.16) and (4.17) to receive the bounds

\[
\| \hat{S}(z) \| \leq 16\mu^{-2} \kappa \| \nu \| \tag{4.21}
\]

\[
\| \hat{S}(z) \| \leq 4 |z|^{-2} \kappa \| \nu \| \tag{4.22}
\]

as long as \( \text{Re} z = -\mu/2 \).

To estimate the integral

\[
\frac{1}{2\pi} \int_{\mathbb{R}} e^{(iy - \mu/2)t} T(iy - \mu/2) \, dy
\]

we split it into the two regions \( |y| \leq \mu/2 \) and \( |y| > \mu/2 \). Use (4.21) to bound

\[
\left\| \int_{-\mu/2}^{\mu/2} e^{(iy - \mu/2)t} \hat{S}(iy - \mu/2) \, dy \right\| \leq e^{-\mu t/2} \cdot \mu \cdot 16\mu^{-2} \kappa \| \nu \|,\]

and use (4.22) to bound

\[
2 \left\| \int_{\mu/2}^{\infty} e^{(iy - \mu/2)t} \hat{S}(iy - \mu/2) \, dy \right\| \leq 2e^{-\mu t/2} \cdot 8\mu^{-1} \kappa \| \nu \|.
\]
Adding the two bounds gives

\[ \| e^{Nt} - e^{N_0 t} \| \leq 32e^{-\mu t/2}\mu^{-1}\kappa \| \nu \| \]
\[ \leq e^{-\mu t/2} \cdot k_6 \Theta \Gamma^{-1}. \]

where \( k_6 \) is scaling independent. The whole proof works just as well when exchanging \( \mu \) with \( \mu_0 \), \( \kappa \) with \( \kappa_0 \) giving a similar bound.

As a corollary we receive a bound on the decay time difference between the fully quantum mechanical evolution of \( M \) and the simple kinetic network evolution of \( N_0 \).

**Corollary 42.** If \( \Theta \Gamma^{-1} \) is small enough then for all \( t \geq 0 \) we have

\[ \| T e^{M t} T^\dagger - e^{N_0 t} \| \leq e^{-\mu t/2} \cdot k_3 \Theta \Gamma^{-1} \]

where \( k_3 \) is a scaling independent constant.

**Proof.** The bound follows from Theorems 40 and 41 and the fact that

\[ \Theta^2 \Gamma^{-2} \ln \Theta^{-1} \Gamma \leq \Theta \Gamma^{-1} \]

for \( \Theta \Gamma^{-1} \leq 1 \).

### 4.6 Applications

The rate of direct population exchange

\[ \mu_{kl} = \frac{2 |V_{kl}|^2 \gamma_{kl}}{\gamma_{kl}^2 + E_{kl}^2} \]

determines the strength of the link between sites \( k \) and \( l \) for the network \( N_0 \). Because of our condition that \( \gamma_k > 0 \), the network topology is fully determined by the \( V_{kl} \), but the strength of the links is also affected by \( \gamma_k \) and \( E_k \).

As applications, we consider two idealized networks. The first is a highly connected network where all sites are linked, the second is a circular chain where only nearest neighbors are linked. We numerically calculate the relaxation times for the networks \( M \), \( N_0 \) and \( N \) and compare the relative errors. Then we compare these networks to randomized networks with the same network topology. We also discuss the dimension dependence of our bounds from Sections 4.4 and again compare it to numerical simulations. All
the simulations agree with our bounds, but they show much room for improvement when considering large dimensions.

Finally, we discuss the FMO-complex and our model for which the results were shown in Figure 4.1 and 4.2.

For clarity of notation we recall that $\Delta \tau$, $\Delta \tau_0$ and $\Delta \tau_1$ are relaxation time differences between the network pairs $M - N$, $M - N_0$ and $N - N_0$ respectively. This only makes the discussion more precise, while generally $\Delta \tau_0$ and $\Delta \tau_1$ show the same dimension and scaling behavior, with small corrections to constants.

### 4.6.1 Highly connected network

Consider a highly connected network

$$V_{kl} = \Theta$$
$$E_k = 0$$
$$\gamma_k = \Gamma.$$ 

In Figure 4.3 we made a plot for the computed relative relaxation time differences $\Delta \tau_{rel}$ and $\Delta \tau_{0,rel}$ for different $\Theta \Gamma^{-1}$ with the initial state localized at site 1. Both axes plot logarithms, hence a straight line with slope $n$ represents a $\Theta \Gamma^{-1} n$ proportionality.

The difference $\Delta \tau_{rel}$ is too small to show any clear behavior. The difference $\Delta \tau_{0,rel}$ is linear with slope approximately 2, hence the approximation is better than the slope 1 expected from Theorem 38. In the same figure we compare our idealized network to random networks where all $V_{kl}$ are chosen randomly between 0 and $\Theta$ and all $E_k$ are chosen randomly between 0 and $\Gamma$, hence they have the same topology. The magnitudes of the errors are similar for the range considered, but the slopes are different. All the samples show an error slope of 1 for $\Delta \tau_{0,rel}$, while the error slope for $\Delta \tau_{rel}$ is varying, but in most parts steeper than the slope of $\Delta \tau_{0,rel}$. This behavior is closer to the behavior expected from our bounds. Generally, the agreement is about six orders of magnitude better for the network $N$ than the network $N_0$.

For the ideal highly connected network we derive the quantities used in Theorem 37 and 38 analytically in Appendix C.3. The resulting bounds are

$$\Delta \tau_{rel} \leq c_1 n \Theta^2 \Gamma^{-2}$$
$$\Delta \tau_{1,rel} \leq c_2 n \Theta \Gamma^{-1}$$

for dimension and scaling independent constants $c_1$ and $c_2$. The simulation of $M$ has a relatively high
error and becomes slow very fast as \( n \) gets larger. Hence, we can only get meaningful results for \( \Delta \tau_{1,\text{rel}} \), the relaxation time difference of networks \( N \) and \( N_0 \). The result in Figure 4.4 actually shows that the difference increases with slope 2 or proportional to \( n^2 \). The reason is that in Theorem 38 we have the condition \( ||\nu|| \leq \frac{1}{2} ||b^{-1}||^{-1} \) where the LHS is proportional to \( n \) and the RHS is constant (also discussed in the Appendix). If we increase the dimension at constant scaling, this condition and our bound break down. To still get a bound for large \( n \) we would need to readjust the scaling.

### 4.6.2 Linear network

Assume the sites are positioned on a circle and only nearest neighbors interact with strength \( \Theta \)

\[
V_{kl} = \begin{cases} 
\Theta & |k - l| = 1 \\
0 & \text{else}
\end{cases}
\]

where we use the equivalence \( n \equiv 0 \). Further \( \gamma_k = \Gamma \) and \( E_k \) such that \( E_{kl} = \Gamma E \) when \( |k - l| = 1 \) which is possible for \( n \) even.

In Figure 4.5 we made a plot of the computed relative relaxation time differences \( \Delta \tau_{\text{rel}} \) and \( \Delta \tau_{0,\text{rel}} \) for different \( \Theta \Gamma^{-1} \) with the initial state localized at site 1. Interestingly the quality of approximation by \( N_0 \) is improved over the highly connected model, while the quality of approximation by \( N \) has decreased. Also, both models show the same slope of about 2. We compare the ideal chain to random chains for which the \( V_{kl} \) that equal \( \Theta \) in the idealized case are instead chosen randomly between 0 and \( \Theta \), and all \( E_k \) are chosen
Figure 4.4: Relative errors between $N$ and $N_0$ for the highly connected network and the cyclical chain with increasing dimension and $\Theta = 0.01$ and $\Gamma = 1$. We get essentially the same behavior with all slopes being 2. That hints at a possible improvement of our bound in Theorem 38 in the case where the network is a chain, improving the proportionality from $\Theta \Gamma^{-1}$ to $\Theta^2 \Gamma^{-2}$. Generally, the agreement is about five orders of magnitude better for the network $N$ than the network $N_0$.

As in the last section, we can derive the necessary quantities for our bounds and get

$$\Delta \tau_{\text{rel}} \leq c_3 \Theta^2 \Gamma^{-2} n^2$$
$$\Delta \tau_{1, \text{rel}} \leq c_4 \Theta \Gamma^{-1} n^2$$

for dimension and scaling independent constants $c_3$ and $c_4$. This time the condition $\|\nu\| \leq \frac{1}{2} \|b^{-1}\|^{-1}$ does not break down and the bounds hold for large dimensions as well. The $n^2$ terms are due to the lowest eigenvalue of $N_0$ being proportional to $n^{-2}$. This is a weakness of our strategy to use the operator norm for our bounds. Better bounds should be possible when only considering localized exciton as initial state. This initial state would be a superposition of all the eigenstates on $N_0$, and the average relaxation time would enter the bounds, instead of the longest relaxation time (the smallest eigenvalue of $N_0$).

As above we skip the simulation of $M$ because the error is too large, and consider $\Delta \tau_{1, \text{rel}}$ only. The result in Figure 4.4 shows that the difference seems to approximate a constant value for larger dimensions. So, both our bounds could be improved for large dimensions.
4.6.3 The FMO-complex

The FMO-complex is pigment-protein with trimer structure. Each monomer contains seven bacteriochlorophyll $a$ pigments that capture and transport light. The excitons start out at site 1 or 6 and the trapping occurs at site 3 [1], we set the initial state to be

$$\vec{p}_0 = (1/2, 0, 0, 0, 0, 1/2, 0)^\dagger.$$

We use the same numerical values as [58], with interactions and energies from [15]. The system Hamiltonian is

$$H + V = \begin{pmatrix}
280 & -106 & 8 & -5 & 6 & -8 & -4 \\
-106 & 420 & 28 & 6 & 2 & 13 & 1 \\
8 & 28 & 0 & -62 & -1 & -9 & 17 \\
-5 & 6 & -62 & 175 & -70 & -19 & -57 \\
6 & 2 & -1 & -70 & 320 & 40 & -2 \\
-8 & 13 & -9 & -19 & 40 & 360 & 32 \\
-4 & 1 & 17 & -57 & -2 & 32 & 260
\end{pmatrix}$$

with all the numbers in $cm^{-1}$ (or $2.9978 \cdot 10^{10}s^{-1}$). Exciton recombination at rate $\kappa = 1ns^{-1}$ and reaction center trapping at rate $\kappa_3 = 1ps^{-1}$ enter the anti-hermitian operator

$$A = -\frac{i}{2} \left( \sum_k \kappa |k\rangle \langle k| + \kappa_3 |3\rangle \langle 3| \right).$$
We use the same dephasing rate for every site \( \gamma_k = \gamma \), and vary \( \gamma \) from \( 10^{-3} \) to \( 10^5 cm^{-1} \). Efficiency is calculated as

\[
f = \kappa_3 \int_0^\infty \rho_{33}(t) \, dt
\]

we calculated \( f \) for the three models in Figure 4.2. Peak efficiency is reached for \( \gamma \approx 170 cm^{-1} \) close to the average energy gap along the chain which is \( 146 cm^{-1} \). The approximation \( N \) has less than 1% error, even for the lowest \( \gamma \) used, and the approximation \( N_0 \) gets below 1% error for \( \gamma \approx 2 cm^{-1} \). Comparing this to our bounds we have

\[
\|a\| = \|a^\dagger\| = 215 cm^{-1}
\]

and for large \( \gamma \)

\[
\|b^{-1}\|^{-1} = \gamma.
\]

The numerical factor \( \beta \) is changing because of the changing ratio between energies and dephasing, for large \( \gamma \) however it is approximately equal to 100. Hence, our bound becomes

\[
\Delta \tau_{rel} \lesssim 100 \left( 215 cm^{-1} \gamma^{-1} \right)^2.
\]

The 1% error margin is reached only when \( \gamma = 21500 cm^{-1} \), so our numerical factors could certainly be much improved. But this is not unexpected, since our main goal was to find the leading behavior in \( \Theta \Gamma^{-1} \).

We give \( N_0 \) for maximal transfer efficiency

\[
N_0(\gamma = 170 cm^{-1}) = \begin{pmatrix}
-80 & 79 & 0 & 0 & 0 & 1 & 0 \\
79 & -82 & 1 & 0 & 0 & 2 & 0 \\
0 & 1 & -58 & 22 & 0 & 0 & 1 \\
0 & 0 & 22 & -88 & 33 & 2 & 31 \\
0 & 0 & 0 & 33 & -52 & 18 & 0 \\
1 & 2 & 0 & 2 & 18 & -31 & 9 \\
0 & 0 & 1 & 31 & 0 & 9 & -41
\end{pmatrix}.
\]

It is interesting that the rate between sites 2 and 3 is actually smaller than the rate between sites 2 and 6 even though \( |V_{23}| > |V_{26}| \). The reason is the large energy gap between sites 2 and 3 of \( 420 cm^{-1} \) while sites 2 and 6 have an energy gap of \( 60 cm^{-1} \). However, the values for site energies are still up to some debate \cite{1, 2}, and small changes can easily turn this behavior to the opposite again.
4.7 Resolvent difference bounds

The following three Lemmas are the main technical parts of our bounds. They all consist of bounding the operator norm of the resolvent difference

\[ S(z) = \frac{1}{z - a^\dagger (b - z)^{-1}a} - \frac{1}{z - a^\dagger b a^{-1}} \]

for different values of \( z \). Conceptually the bounding procedure is simple, we only employ the inverse bounds introduced in 4.3.3. Loosely speaking, if \( |z| < \Gamma \) we can expand \((b - z)^{-1}\) and then the two terms in \( S(z) \) only have a small difference in the denominator, so, using another inverse bound, they almost cancel. If \( |z| > \Gamma \) then \( |z| \gg \|a^\dagger b a^{-1}\| \) and we can directly use the second step from the case \( |z| < \Gamma \).

Of course we also have to keep in mind where the poles of \( S(z) \) are. According to Proposition \( \Gamma \) \((z - N)^{-1}\) has poles on the real axis below \(-\mu\) which move according to the scaling \( \Theta \Gamma^{-1} \). On the other hand \((z - a^\dagger (b - z)^{-1}a)^{-1}\) has poles close to the poles of \((z - N)^{-1}\) that approximately cancel each other, but it also has poles close to the eigenvalues of \( b \) which are approximately \( \alpha_{ij} = -\gamma_{ij} + iE_{ij} \) and \( \bar{\alpha}_{ij} \), scaling like \( \Gamma \). Comparing the two sets of poles, the \( b \)-poles are much further to the left (negative real values) than the \( N \)-poles because \( \Gamma \gg \Theta^2 \Gamma^{-1} \). Our lemma steer clear of this poles by keeping \( \text{Re} \ z \geq -\mu/2 \).

Lemma \ref{lemma43} contains bounds for \( \text{Re} \ z \geq 0 \) which on the one hand ensures there are no poles on the right side of the complex plane, and on the other hand we use the bounds for \( z = iy \) to bound the relaxation time. Lemma \ref{lemma44} contains bounds for the region \(-\mu/2 \leq \text{Re} \ z \leq 0 \) the bounds are derived in a similar fashion as in Lemma \ref{lemma43} but there are some additional complications.

4.7.1 Bounds in the right half plane

**Lemma 43.** If \( \Theta \Gamma^{-1} \) is small enough and \( \text{Re} \ z \geq 0 \) then \( S(z) \) is bounded by

1. \( \|S(z)\| \leq 4\kappa \mu^{-1} |z| \) if \( |z| \leq \alpha \), where \( \alpha \propto \Gamma \) depends on \( a \) and \( b \),

2. \( \|S(z)\| \leq 4\beta \kappa |z|^{-1} \) for any \( z \) with \( \text{Re} \ z \geq 0 \), where \( \beta \) is a scaling independent constant depending on \( a \) and \( b \).

**Proof.** 1. Assume \( \text{Re} \ z \geq 0 \) and \( |z| \leq \alpha \propto \Gamma \), where

\[
\alpha = \min \left\{ \frac{1}{2} \|b^{-1}\|^{-1}, \frac{1}{4} \kappa^{-1} \mu \right\}.
\]

Set

\[
X = (b - z)^{-1} - b^{-1}
\]
and because $|z| \leq \frac{1}{2} \|b^{-1}\|^{-1}$ we can use (4.15) and have

$$\|X\| \leq 2 \|b^{-1}\|^2 |z|. $$

Rewrite

$$S(z) = (z - a^\dagger b^{-1} a - a^\dagger X a)^{-1} - (z - a^\dagger b^{-1} a)^{-1}. $$

To use (4.15) on this expression notice that

$$|z| \leq \frac{1}{4} \kappa^{-1} \mu$$

and therefore

$$\left\| a^\dagger X a \right\| \leq 2\kappa |z|$$

$$\leq \frac{1}{2} \mu$$

$$\leq \frac{1}{2} \left\|(z - a^\dagger b^{-1} a)^{-1}\right\|^{-1}$$

where (4.16) was applied in the last step, using the fact that $a^\dagger b^{-1} a$ is self-adjoint from Proposition 36. This is just the condition for the bound

$$\|S(z)\| \leq 2 \left\|(z - a^\dagger b^{-1} a)^{-1}\right\|^2 \left\| a^\dagger X a \right\|$$

$$\leq 4\kappa \left\|(z - a^\dagger b^{-1} a)^{-1}\right\|^2 |z|$$

again using (4.16) and also (4.17) we get the bounds

$$\|S(z)\| \leq 4\kappa \mu^{-2} |z|$$

$$\|S(z)\| \leq 4\kappa |z|^{-1}$$

(4.24)

for $|z| \leq \alpha$. The first bound is bound 1 of the Lemma, the second bound will be used below.

2. We now derive a bound when $|z| \geq \alpha$ and $\text{Re} z \geq 0$, we will combine it with (4.24) to receive bound 2
for all $z \in \mathbb{R}$. If $\Theta \Gamma^{-1}$ is small enough then we have

$$\|a'^{-1} a\| \leq \frac{\alpha}{2} \leq \frac{1}{2} |z|$$

$$\|a'^{+} (b - z)^{-1} a\| \leq \frac{\alpha}{2} \leq \frac{1}{2} |z|. $$

Where the latter inequality uses the fact that the spectrum of $b$ approaches the spectrum of $b_0$ as $\Theta \Gamma^{-1}$ becomes small, and the spectrum of $b_0$, which is $-\gamma_{ij} \pm iE_{ij}$, has negative real part $-\gamma_{ij} < 0$. The last two inequalities are the conditions to use (4.15) and get the two bounds

$$\| (z - a'^{+} (b - z)^{-1} a)^{-1} - z^{-1} \| \leq 2|z|^{-2} \|a'^{+} (b - z)^{-1} a\|$$

$$\| (z - a^{-1} b^{-1} a)^{-1} - z^{-1} \| \leq 2|z|^{-2} \|a^{-1} b^{-1} a\|$$

set

$$b_{\min} = \min \{|\text{Re} \lambda| \lambda \in \text{Spec } b\} \propto \Gamma$$

(4.25)

the closest any eigenvalue of $b$ gets to the imaginary axis. Then $\|b^{-1}\| \leq b_{\min}^{-1}$ and $\|(b - z)^{-1}\| \leq b_{\min}^{-1}$ so

$$\|S(z)\| \leq 4|z|^{-2} \|a\|^2 d^{-1}. $$

Comparing to (4.24) with

$$\beta = \max \left\{1, 1/\left(ab_{\min} \|b^{-1}\|^2\right)\right\} \propto 1$$

we have

$$4|z|^{-2} \|a\|^2 b_{\min}^{-1} \leq \beta \cdot 4\kappa |z|^{-1}$$

for $|z| \geq \alpha$ and therefore

$$\|S(z)\| \leq 4\beta \kappa |z|^{-1}$$

(4.26)

for all $z$ with $\text{Re } z \geq 0$. Which is bound 2 of the Lemma.

4.7.2 Bounds parallel to the imaginary axis

The following Lemma establishes bounds along the imaginary axis $z = iy - \tilde{\mu}$. These bounds are used to prove the evolution bounds.

**Lemma 44.** If we choose $\Theta \Gamma^{-1}$ small enough then for $0 \leq \tilde{\mu} \leq \mu/2$ the resolvent difference $S(iy - \tilde{\mu})$ is bounded by
1. \( \|S(iy - \tilde{\mu})\| \leq 16\kappa\mu - 2|iy - \tilde{\mu}| \) and \( \|S(iy - \tilde{\mu})\| \leq 4\kappa|y|^{-2}|iy - \tilde{\mu}| \) if \( |y| \leq \hat{\alpha} \), where \( \hat{\alpha} \propto \Gamma \) depends on \( a \) and \( b \).

2. \( \|S(y)\| \leq 4|y|^{-2} \|a\|^2 (b_{\text{min}} - \tilde{\mu})^{-1} \) for \( |y| > \hat{\alpha} \) with \( b_{\text{min}} \propto \Gamma \).

Proof. We proceed almost identically as in the proof of Lemma 43 using the inverse bounds 4.15, (4.16) and (4.17) for the same parts of the resolvent terms.

1. We use the \( \alpha \) from (4.23) to define

\[
\hat{\alpha} = \min \left\{ \frac{1}{2} \|b^{-1}\|^{-1}, \frac{1}{8} \kappa^{-1} \mu \right\} - \mu
\]

notice that the scaling \( \hat{\alpha} \propto \Gamma \) is only approximate and that \( \Theta \Gamma^{-1} \) needs to be small enough such that \( \hat{\alpha} > 0 \).

Now require \( |y| \leq \hat{\alpha} \propto \Gamma \). Set

\[
X = (b - iy + \tilde{\mu} - 1 - b_{\text{min}}^{-1} \tilde{\mu})^{-1} - b^{-1}
\]

and because we have

\[
|iy - \tilde{\mu}| \leq |y| + \tilde{\mu} \\
\leq \frac{1}{2} \|b^{-1}\|^{-1} - \mu + \tilde{\mu} \\
\leq \frac{1}{2} \|b^{-1}\|^{-1}
\]

we can use (4.15) to get the bound

\[
\|X\| \leq 2 \|b^{-1}\|^2 |iy - \tilde{\mu}|.
\]

Rewrite

\[
S(iy - \tilde{\mu}) = (iy - \tilde{\mu} - a^\dagger b^{-1} a - a^\dagger X a)^{-1} - (iy - \tilde{\mu} - a^\dagger b^{-1} a)^{-1}.
\]

To use (4.15) on this expression notice that we have

\[
|iy - \tilde{\mu}| \leq |y| + \tilde{\mu} \\
\leq \left( \frac{1}{8} \kappa^{-1} \mu - \mu \right) + \tilde{\mu} \\
\leq \frac{1}{8} \kappa^{-1} \mu
\]
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and therefore

\[ \| a^\dagger X a \| \leq 2\kappa |iy - \hat{\mu}| \]
\[ \leq \frac{1}{4}\mu \]
\[ \leq \frac{1}{2} \| (iy - \hat{\mu} - a^\dagger b^{-1}a)^{-1}\|^{-1} \]

where (4.16) was applied in the last step, using the fact that \( \hat{\mu} + a^\dagger b^{-1}a \leq -\mu/2 \) from Proposition 36. This is just the condition for the bound

\[ \| S(iy - \hat{\mu}) \| \leq 2 \| (iy - \hat{\mu} - a^\dagger b^{-1}a)^{-1}\|^{2} \| a^\dagger X a \| \]
\[ \leq 4\kappa \| (iy - \hat{\mu} - a^\dagger b^{-1}a)^{-1}\|^{2} |iy - \hat{\mu}| \]

again using (4.16) and also (4.17) we get the bounds

\[ \| S(iy - \hat{\mu}) \| \leq 16\kappa\mu^{-2} |iy - \hat{\mu}| \]
\[ \| S(iy - \hat{\mu}) \| \leq 4\kappa|y|^{-2} |iy - \hat{\mu}| \]

for \( |y| \leq \hat{\alpha} \). These are the bounds in part 1 of our Lemma.

2. We now derive a bound when \( |y| \geq \hat{\alpha} \). If \( \Theta\Gamma^{-1} \) is small enough then

\[ \| a^\dagger b^{-1}a + \hat{\mu} \| \leq \frac{\hat{\alpha}}{2} \leq \frac{1}{2} |y| \]
\[ \| a^\dagger(b - iy + \hat{\mu})^{-1}a + \hat{\mu} \| \leq \frac{\hat{\alpha}}{2} \leq \frac{1}{2} |y| . \]

The last two inequalities are the conditions to use (4.15) and get the two bounds

\[ \| (iy - \hat{\mu} - a^\dagger(b - iy + \hat{\mu})^{-1}a)^{-1} - (iy - \hat{\mu})^{-1} \| \leq 2|y|^{-2} \| a^\dagger(b - iy + \hat{\mu})^{-1}a \| \]
\[ \| (iy - \hat{\mu} - a^\dagger b^{-1}a)^{-1} - (iy - \hat{\mu})^{-1} \| \leq 2|y|^{-2} \| a^\dagger b^{-1}a \| . \]

Use \( b_{\min} \) from (4.25), giving

\[ \| (b - iy + \hat{\mu})^{-1} \| \leq (b_{\min} - \hat{\mu})^{-1} \]
\[ \| (b - iy + \hat{\mu})^{-1} \| \leq (b_{\min} - \hat{\mu})^{-1} \]
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and so

\[ \|S(iy - \tilde{\mu})\| \leq 4|y|^{-2} \|a\|^2 (b_{\text{min}} - \tilde{\mu})^{-1}. \]

for \(|y| > \hat{\alpha}\), which is the bound in part 2 of our Lemma.

4.8 Conclusion

We studied to kinetic networks that approximate the energy transfer in a quantum network subject to dephasing. The first network \(N_0\) derives its rates only from nearest neighbor interactions, while the second \(N\) includes higher order corrections. We proved that the relaxation times are proportional to \(\Theta\Gamma^{-1}\) and \(\Theta^2\Gamma^{-2}\) respectively. Hence, the approximations are good if the interaction gets weak, or the dephasing and/or energy gaps get large. In the case of the FMO complex, both kinetic networks are good approximations in the regime of dephasing-assisted energy transfer. With simulations we found that the more complex kinetic network \(N\) provides approximations with a percentage error 5-6 magnitudes smaller than the simple kinetic network.

The study of these approximations could be extended in several ways. First, one could study the higher order corrections involved in \(N\). Second, when the interactions \(V_{kl}\) are complex, \(N\) can be non-symmetric, meaning population exchange between sites is directed, this might relate to coherent cancellations along loops as mentioned in [13]. And finally, it would be interesting how our method of splitting population and coherence space to achieve kinetic network approximations could be generalized to other quantum networks and how it relates to existing models to approximate coherent evolution with incoherent statistical evolution.
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Appendix C

Appendix for Chapter 4

C.1 Three sites

In the following we write out parts of the master equation (4.3) for the case $n = 3$ and then derive the form of the matrix $M$. Then we explain how to generalize that form to higher $n$. For simplicity of notation we omit the scaling factors $\Gamma$ and $\Theta$, until we reach a block matrix expression. First note that with a standard calculation one finds $\mathcal{L}(\rho)$ to decrease the coherences in the manner

$$ (\mathcal{L}(\rho))_{kl} = -\gamma_{kl} \rho_{kl} $$

where $k \neq l$ and $\gamma_{kl} = \frac{1}{2}(\gamma_k + \gamma_l)$ and $(\mathcal{L}(\rho))_{kk} = 0$. This gives a diagonal contribution $-\gamma_{kl}$ in the diagonal of the two rows corresponding to the real and imaginary part of $\rho_{kl}$.

Now, we evaluate the commutator

$$ \begin{pmatrix} E_1 & V_{12} & V_{13} \\ V_{21} & E_2 & V_{23} \\ V_{31} & V_{32} & E_3 \end{pmatrix} \cdot \begin{pmatrix} \rho_{11} & \rho_{12} & \rho_{13} \\ \rho_{21} & \rho_{22} & \rho_{23} \\ \rho_{31} & \rho_{32} & \rho_{33} \end{pmatrix} \cdot $$
From the 1x1 entry we get

\[ \dot{\rho}_{11} = -i(E_1\rho_{11} + V_{12}\rho_{21} + V_{13}\rho_{31} - E_{11}\rho_{11} - V_{21}\rho_{12} - V_{31}\rho_{13}) \]
\[ = -i(V_{12}\bar{\rho}_{12} + V_{13}\bar{\rho}_{13} - \nabla_{12}\rho_{12} - \nabla_{13}\rho_{13}) \]
\[ = 2\text{Im}(V_{12}\bar{\rho}_{12} + V_{13}\bar{\rho}_{13}) \]
\[ = 2(-V_r^{12}\rho^{12} + V_i^{12}\rho^{12} - V_r^{13}\rho^{13} + V_i^{13}\rho^{13}) \]

where superscripts \( r \) and \( i \) are shortcuts for real and imaginary parts, and from the 1x2 entry we get

\[ \dot{\rho}_{12} = -i(E_1\rho_{12} + V_{12}\rho_{22} + V_{13}\rho_{32} - V_{12}\rho_{11} - E_{22}\rho_{12} - V_{32}\rho_{13}) - \gamma_{12}\rho_{12} \]
\[ = -i((E_1 - E_2)\rho_{12} + V_{12}\rho_{22} - V_{12}\bar{\rho}_{22} - \nabla_{23}\rho_{13}) - \gamma_{12}\rho_{12} \]

with real and imaginary parts

\[ \dot{\rho}_r^{12} = -V_i^{12}\rho_{11} + V_r^{12}\rho_{22} - \gamma_{12}\rho_r^{12} + (E_1 - E_2)\rho_r^{12} + V_r^{13}\rho_r^{13} - V_i^{13}\rho_i^{13} - V_r^{13}\rho_r^{13} \]
\[ \dot{\rho}_i^{12} = V_r^{12}\rho_{11} - V_i^{12}\rho_{22} - (E_1 - E_2)\rho_i^{12} - \gamma_{12}\rho_i^{12} + V_r^{13}\rho_i^{13} + V_i^{13}\rho_r^{13} - V_i^{13}\rho_i^{13} - V_r^{13}\rho_i^{13} - V_i^{13}\rho_i^{13} \]

From these results we can read off lines 1, 4 and 5 of the following matrix and fill in the remaining lines in the same fashion

\[
M = \begin{pmatrix}
0 & \sqrt{2}V_r^{12} & -\sqrt{2}V_r^{12} & \sqrt{2}V_r^{13} & -\sqrt{2}V_r^{13} \\
-\sqrt{2}V_i^{12} & \sqrt{2}V_i^{12} & -\sqrt{2}V_i^{13} & \sqrt{2}V_i^{13} & -\sqrt{2}V_i^{13} \\
\sqrt{2}V_r^{12} & -\sqrt{2}V_r^{12} & -\sqrt{2}V_r^{13} & \sqrt{2}V_r^{13} & -\sqrt{2}V_r^{13} \\
-\sqrt{2}V_i^{13} & \sqrt{2}V_i^{13} & -\sqrt{2}V_i^{13} & \sqrt{2}V_i^{13} & -\sqrt{2}V_i^{13} \\
\sqrt{2}V_r^{13} & -\sqrt{2}V_r^{13} & V_r^{13} & -V_r^{13} & E_{13} \\
-\sqrt{2}V_i^{13} & \sqrt{2}V_i^{13} & V_i^{13} & -V_i^{13} & E_{13} \\
\sqrt{2}V_r^{23} & -\sqrt{2}V_r^{23} & V_r^{12} & -V_r^{12} & E_23 \\
-\sqrt{2}V_i^{23} & \sqrt{2}V_i^{23} & V_i^{12} & -V_i^{12} & E_23 \\
\sqrt{2}V_r^{23} & -\sqrt{2}V_r^{23} & V_r^{13} & -V_r^{13} & E_33 \\
-\sqrt{2}V_i^{23} & \sqrt{2}V_i^{23} & V_i^{13} & -V_i^{13} & E_33
\end{pmatrix}
\]
where we define $E_{ij} = E_i - E_j$. Written as a block matrix

$$M = \begin{pmatrix} 0 & -a^\dagger \\ a & b \end{pmatrix}$$

one can see the explicit form of the matrices $a$, and $b$. Remember that we also separated $b$ into two parts. We set the 2x2-block diagonal that scales like $\Gamma$ (the $E_{ij}$ and $\gamma_{ij}$ entries) to be $b_0$ and we set the block-off-diagonal that scales like $\Theta$ (all the $V_{ij}$ entries) to be $\nu$. So $b = b_0 + \nu$.

In [4.2.5] in (4.8) we defined a transformation $U$ to diagonalize $b_0$, if we extend this transformation to the entire space $P \oplus C$ as

$$\tilde{U} = 1_n \oplus U$$

we can apply it to $M$ directly and get

$$\tilde{M} = \tilde{U}^\dagger M \tilde{U} = \begin{pmatrix} 0 & -V_{12} & -V_{13} & -\bar{V}_{13} \\ V_{12} & \bar{V}_{12} & -V_{23} & -\bar{V}_{23} \\ V_{13} & \bar{V}_{13} & V_{23} & \bar{V}_{23} \end{pmatrix}
\begin{pmatrix} \alpha_{12} & -iV_{23} & -i\bar{V}_{13} \\ -iV_{23} & \alpha_{13} & iV_{13} \\ iV_{23} & \alpha_{13} & -iV_{12} \\ \bar{V}_{23} & i\bar{V}_{13} & iV_{12} & \alpha_{23} \end{pmatrix}
\begin{pmatrix} 0 & -V_{12} & -V_{13} & -\bar{V}_{13} \\ V_{12} & \bar{V}_{12} & -V_{23} & -\bar{V}_{23} \\ V_{13} & \bar{V}_{13} & V_{23} & \bar{V}_{23} \end{pmatrix}$$

where $\alpha_{ij} = -\gamma_{ij} + iE_{ij}$. This new matrix consists of the matrices $\tilde{a}$ and $\tilde{b}_0$ also introduced in [4.2.5]

$$\tilde{M} = \begin{pmatrix} 0 & -\tilde{a}^\dagger \\ \tilde{a} & \tilde{b} \end{pmatrix}$$

where

$$\tilde{b} = U^\dagger b U = \tilde{b}_0 + \tilde{\nu}$$
with \( \tilde{\nu} = U^\dagger \nu U \). The two kinetic networks are

\[
N_0 = \tilde{a}^\dagger \tilde{b}_0^{-1} \tilde{a} \\
N = \tilde{a}^\dagger \tilde{b}^{-1} \tilde{a}
\]

which also holds with all the tildes removed.

It is straightforward to generalize the matrices \( \tilde{a} \) and \( \tilde{b}_0 \) to \( n > 3 \). Matrix \( \tilde{a} \) connects the population of site \( k \) to the coherences between site \( k \) and any other site \( l \) with strength \( V_{kl} \), and matrix \( \tilde{b}_0 \) is a diagonal matrix with entries \( \alpha_{ij} \) and \( \overline{\alpha}_{ij} \). A bit more complicated is the matrix \( \tilde{\nu} \) it is described in the next subsection.

C.2 General construction

Here we give a description of how to find \( \tilde{a} \), \( \tilde{b}_0 \) and \( \tilde{\nu} \) for general \( n \). We number the \( n \) dimensions of population space \( P \) with \( k \) where \( k = 1, 2, \ldots, n \) and the \((n^2 - n)\) dimensions of coherence space \( C \) with \( kl \) and \( \overline{kl} \) where \( k < l \) are numbers from 1 to \( n \). According to the order defined in [1.2.1] the first few dimensions of \( C \) are called 12, 1\overline{2}, 13, \ldots, 23, \overline{23}, 24, \ldots, etc.

C.2.1 Constructing \( \tilde{a} \) and \( \tilde{b}_0 \)

Matrix \( \tilde{a} \) is an \( n \times (n^2 - n) \) complex matrix, with the only nonzero entries

\[
\tilde{a}_{k,kl} = \tilde{V}_{kl} = -\tilde{a}_{k,lk} \\
\tilde{a}_{k,\overline{kl}} = \tilde{V}_{kl} = -\tilde{a}_{k,\overline{l}k},
\]

hence in every column there are only \((n - 1)\) nonzero entries.

Matrix \( \tilde{b}_0 \) is diagonal with entries

\[
(\tilde{b}_0)_{kl,kl} = -\gamma_{kl} + iE_{kl} \\
(\tilde{b}_0)_{\overline{kl},\overline{kl}} = -\gamma_{kl} - iE_{kl},
\]

C.2.2 Constructing \( \tilde{\nu} \)

The matrix \( \tilde{\nu} = U^\dagger \nu U \) for any \( n \) is a somewhat complicated pattern of entries \( V_{kl} \), signs and complex conjugates. It connects coherences between sites \( k \) and \( l \) with coherences between sites \( k \) and \( m \) with the
strength $V_{lm}$. Entries of $\tilde{\nu}$ are only non-zero if one number of the two double indices match with further conditions on their conjugation. Table C.1 shows the rules for the nonzero entries.

### C.3 Calculations for applications

#### C.3.1 Highly connected network

Assume all sites are equally interacting, and have the same energies and dephasing rates

\[
V_{kl} = \Theta \\
E_k = 0 \\
\gamma_k = \Gamma.
\]

Then every column in $a$ has $2(n-1)$ non-zero entries all equal to $\Theta$. A simple calculation shows that

\[
a^\dagger a = 2n\Theta^2 \left( \mathbb{I}_n - ne^d \right)
\]

so for any $\tilde{v} \in I$ we have $a^\dagger a \tilde{v} = 2\Theta^2 n \tilde{v}$, hence

\[
\|a\| = \sqrt{2n}\Theta.
\]

Obviously, $b = -\Gamma \mathbb{I}_G$ and $\|b_0^{-1}\| = \Gamma^{-1}$. This gives $\kappa = 2n\Theta^2 \Gamma^{-2}$. Because

\[
a^\dagger b_0^{-1} a = -\Gamma^{-1} a^\dagger a
\]
we have \( \mu_0 = 2n\Theta^2\Gamma^{-1} \). Using \( \mu \approx \mu_0 \) we find

\[
\alpha = \min \left\{ \frac{1}{2} \left\| b^{-1} \right\|^{-1}, \frac{1}{4} \kappa^{-1} \mu \right\}
\]

\[
= \min \left\{ \frac{1}{2} \Gamma, \frac{1}{4} \frac{2n\Theta^2\Gamma^{-1}}{2n\Theta^2\Gamma^{-2}} \right\}
\]

\[
= \Gamma/4
\]

and so

\[
\beta = \max \left\{ 1, \alpha^{-1} \left\| b^{-1} \right\|^{-1} \right\}
\]

\[
= 4
\]

and with Theorem 37 we get the bounds

\[
\Delta \tau \leq \frac{20}{\pi} \Gamma^{-1}
\]

\[
\Delta \tau_{rel} \leq \frac{40}{\pi} n\Theta^2 \Gamma^{-2}.
\]

To get the bound on \( \Delta \tau_{1, rel} \) we also estimate \( \| \nu \| \), we use the fact that each column and row of \( \nu \) has \( (n - 2) \) nonzero entries and so

\[
\| \nu \| \geq vn\Theta
\]

for a scaling and dimension independent constant \( v \). Then Theorem 38 gives the bound

\[
\Delta \tau_{1, rel} \leq 4vn\Theta \Gamma^{-1}.
\]

The condition for this bound is

\[
\| \nu \| \leq \frac{1}{2} \left\| b^{-1} \right\|^{-1}
\]

the LHS is bounded from below by \( vn\Theta \) and the RHS is constant, so the condition does not hold for large \( n \).
C.3.2 Circular chain

Assume the sites are positioned on a circle and only nearest neighbors interact with strength $\Theta$

$$V_{kl} = \begin{cases} 
\Theta & |k - l| = 1 \\
0 & \text{else}
\end{cases}$$

where we set equivalence $n \equiv 0$. Further $\gamma_k = \Gamma$ and $E_k$ such that $E_{kl} = \Gamma E$ when $|k - l| = 1$ which is possible for $n$ even.

Now, the column for site $k$ in $a$ has only 4 entries, two each for the coherences with $k - 1$ and $k + 1$. We calculate

$$\langle a^\dagger a \rangle_{kl} = \begin{cases} 
4\Theta^2 & k = l \\
-2\Theta^2 & |k - l| = 1 \\
0 & \text{else}
\end{cases}$$

So $\|a^\dagger a\| = 8\Theta^2$ and $\|a\| = \sqrt{8\Theta}$, in particular there is no $n$ dependency. Also $\|b_0^{-1}\| = 1/\sqrt{\Gamma^2 + \Gamma^2 E^2}$ and so $\kappa = \frac{8}{1 + E^2} \Theta^2 \Gamma^{-2}$. We have

$$N_0 = \begin{cases} 
-\frac{4\Theta^2}{\Gamma(1 + E^2)} & k = l \\
\frac{2\Theta^2}{\Gamma(1 + E^2)} & |k - l| = 1 \\
0 & \text{else}
\end{cases}$$

which has the spectrum

$$\lambda_p = -\frac{4\Theta^2}{\Gamma(1 + E^2)} \left(1 - \cos \left(\frac{2\pi p}{n}\right)\right) \quad (C.1)$$

with $p = 1 \ldots n$. The nonzero eigenvalue smallest in magnitude is $\mu_0$, so for large $n$ and small $\Theta \Gamma^{-1}$, approximately

$$\mu \approx \mu_0 \approx \frac{2\Theta^2}{\Gamma(1 + E^2)} \left(\frac{2\pi}{n}\right)^2$$

so $\alpha = \frac{1}{16} \Gamma \left(\frac{2\pi}{n}\right)^2$ and

$$\beta = \frac{16\Gamma \sqrt{1 + E^2}}{\Gamma \left(\frac{2\pi}{n}\right)^2}$$

$$= \left(\frac{2n}{\pi}\right)^2 \sqrt{1 + E^2}.$$
Moving the numbers into constants \( k_1 \) and \( k_2 \), and dropping the 1 in \( 1 + \beta \) (fine for large \( n \)), we have

\[
\Delta \tau \leq k_1 \sqrt{1 + E^2 \Gamma^{-1} n^4} \\
\Delta \tau_{\text{rel}} \leq k_2 \sqrt{1 + E^2 \Theta^2 \Gamma^{-2} n^2}.
\]

We again estimate \( \| \nu \| \), now each column and row of \( \nu \) has 2 or 4 nonzero entries and so

\[
v_1 \Theta \leq \| \nu \| \leq v_2 \Theta
\]

for some scaling and dimension independent constants \( v_1 \) and \( v_2 \). Then Theorem 38 gives the bound

\[
\Delta \tau_{1, \text{rel}} \leq \frac{4}{\pi^2} v_2 n^2 \Theta \Gamma^{-1}.
\]

This time the condition

\[
\| \nu \| \leq \frac{1}{2} \| b^{-1} \|^{-1}
\]

does not break down for large dimensions, so the bound holds for all \( n \) when \( \Theta \) and \( \Gamma \) are kept constant.
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