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With the extreme shrinking in CMOS technology, quantum effects and manufacturing issues are getting more crucial. Hence, additional shrinking in CMOS feature size seems becoming more challenging, difficult, and costly. On the other hand, emerging nanotechnology has attracted many researchers since additional scaling down has been demonstrated by manufacturing nanowires, Carbon nanotubes as well as molecular switches using bottom-up manufacturing techniques. In addition to the progress in manufacturing, developments in architecture show that emerging nanoelectronic devices will be promising for the future system designs. Using nano crossbars, which are composed of two sets of perpendicular nanowires with programmable intersections, it is possible to implement logic functions. In addition, nano crossbars present some important features as regularity, reprogrammability, and interchangeability. Combining these features, researchers have presented different effective architectures.

Although bottom-up nanofabrication can greatly reduce manufacturing costs, due to low controllability in the manufacturing process, some critical issues occur. Bottom-up nanofabrication process results in high variation compared to conventional top-down lithography used in CMOS technology. In addition, an increased failure rate is expected. Variation and defect tolerance methods used for conventional CMOS technology seem inadequate for adapting to emerging nano technology because the variation and the defect rate for emerging nano technology is much more than current CMOS technology. Therefore, variations and defect tolerance methods for emerging nano technology are necessary for a successful transition.

In this work, in order to tolerate variations for crossbars, we introduce a framework that is established based on reprogrammability and interchangeability features of nano crossbars. This framework is shown to be applicable for both FET-based and diode-based nano crossbars. We present a characterization testing method which requires minimal number of test vectors. We formulate the variation optimization problem using Simulated Annealing with different optimization goals. Furthermore, we extend the framework for defect tolerance. Experimental results and comparison of proposed framework with exhaustive methods confirm its effectiveness for both variation and defect tolerance.
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Chapter 1

Introduction

While Complementary Metal-Oxide-Semiconductor (CMOS) based structures are scaling down based on Moore’s Law, challenges are getting more crucial due to quantum effects and manufacturing issues [8]. Higher performance results in more power dissipation [9] and low supply voltages bring parasitic issues [10]. Smaller size, that requires high doping, results in parasitic capacitance problems [9] as well as direct tunneling because of reduced oxide thickness for smaller gate length [11]. Moreover, smaller lithography requires more complex tools where manufacturing process gets too expensive [10]. The semiconductor industry has overcome with the similar issues so far using top-down methodology with the high controllability of the devices [10] where the manufacturing starts from Silicon and continues by adding layers using lithography [12]. However, for top-down lithography, it is extremely difficult and expensive to control nanoscale structures [13]. Consequently, emerging technologies with nanowires [14] and Carbon nanotubes [15] have been presented using bottom-up techniques (where the devices are manufactured first and then assembled) to achieve more scaling [13].

As an alternative approach for top-down manufacturing, bottom-up approach is considered where materials are created using chemical assembly instead of lithography (top-down manufacturing) [16]. This manufacturing includes methods such as Langmuir-Blodgett films, flow-based alignment, random assembly, biologically assisted assembly, and catalyzed growth [17]. Using bottom-up techniques, molecular switches [18], nanowires [14], and Carbon nanotubes [15] have been presented. In proposed nano materials, nanowires seem to be more promising than others since they can be doped with Silicon (Si) or Germanium (Ge) [19], [20], [21], [22]. Using nanowires, it is shown that interconnections [5], p-n-diode rectifiers by doping with
Silicon [23], Field-Effect transistors (FET) [1], [22], and logic gates [1], [24] can be built.

Structures built using bottom-up approach, as the building blocks for molecular-scale computing, are by their nature very regular and therefore well suited to the implementation of regular arrays similar to conventional Field Programmable Gate Arrays (FPGAs) [2], [3], [4], [25]. The main building block of nano architectures, nano crossbars, consists of two sets of perpendicular nanowires. For diode based crossbars, each intersection of these nanowires contains a programmable non-volatile diode [2] that can be (re)programmed as ‘on’ or ‘off’ by applying a different voltage [24], [26], [25]. In addition to diode based crossbars, FET based crossbars can be built using Silicon doped nanowires at the bottom set and metallic wires at the top set [7] where doped nanowires are oxidized to prevent direct connection from metallic ones to show p-n-junction behavior [22]. These structures have been considered configurable by controlling the charge or polarization of the individual junctions [13]. Thus, it is possible to use nano crossbar arrays when post-fabrication customization is needed. Using diode based crossbars, architectures like CMOL [3], NanoFabric [4], nanoPLA [27], etc. have been proposed. Moreover, using FET based crossbars, NASIC architecture [6] as well as the idea of implementation of configurable complementary n- and p- type FET arrays followed by a switch array [7] have been proposed.

While bottom-up method is useful for reducing top-down manufacturing cost, it limits to manufacture only basic, regular [8] and stochastic structures [28]. Hence, for nanowire-based structures with low control during the manufacturing process, defects and variations are two major issues that should be addressed [27]. Open or shorted nanowires as well as defects in crosspoints (stuck-open or stuck-short) are major issues [29], [25], [30]. The defects for a nano crossbar is expected much higher than current CMOS technology. For example, 10% defect rate for crossbars has been reported [31]. This means that 10% of the crosspoints will be unusable for that crossbar structure. Therefore, defect tolerant methods are necessary for the future systems.

Furthermore, also variations for emerging nano technologies should be tolerated since the variations for the new technology is expected to be much higher than the current CMOS technology. There are various sources of variations in the characteristics of nano devices. Due to lack of control during the manufacturing process, the length of nanowires may vary as well as the thickness. While resistance and capacitance are
based on the length and thickness of a wire, variation in resistance, capacitance, and also in inductance will apply [32], [33]. Even though nanowires can be doped with Si or Ge, at this atomic level doped region may not be fully controlled. Therefore, the resistance will not be fully determined and large variations may occur [25], [34]. In addition to length, for a nanowire based FET, also field effect regions as well as core shell thickness vary from device to device due to bottom-up statistical alignment process [34], [28]. In addition to FETs, while for diodes, diode region is composed of a small number of elements or bonds extreme random variation from crosspoint to crosspoint will be seen. Furthermore, connection resistances (and capacitance) between microwires and nanowires is another source of variation [35]. And, intersection resistance could be a limiting factor for the performance of this nanotechnology which cannot be fully determined [36]. Last but not least, environmental issues such as temperature gradient may cause resistance variations in nano structures [37]. In addition to random variations, variations due to fanout parameter may have significant range affecting charging and discharging of a circuit [34].

While defects result in useless crosspoints and useless nanowires, variations will affect the performance since with high variations in resistances and in capacitances, nano architectures will not meet timing constraints [25], [32], [35].

Due to high defect rate and extreme variation, it is necessary to have method for building systems immune to these issues. Therefore, in this work, we try to focus on mapping techniques to tolerate variation as well as defect. We present a variation-aware logic mapping technique for nano crossbar arrays (for both diode and FET based crossbars) to tolerate variations which are considered as delay differences of individual crosspoints. We take advantage of reprogrammability and interchangeability of nano architectures to be able to map the function while tolerating (delay) variations. Since there are different mappings of a function to the crossbar array, we try to find the one resulting in minimum variation (e.g. delay differences). We also extend this framework from crossbars to the crossbar arrays. Moreover, we revisit this problem with defect tolerance requirements.

In the next chapter (Chapter 2), we review the emerging nano technologies. We first talk about nano devices. Then, different structure based crossbars are investigated. Next, the architectures using nano crossbars are summarized. Furthermore, previous work on defect and variation tolerance have been mentioned.

In Chapter 3, delay modeling for both FET and diode based crossbars are introduced. Then, the necessary characterization testing methods are explained. In addition, we
extend the proposed method for defect tolerance. Last, the extension of the proposed method for crossbar arrays are explained.

Next, Chapter 4 presents the proposed algorithm both variation and defect tolerance. We also analyze the runtime of the algorithms in this chapter. Then, in Chapter 5, the experimental results are presented which show the effectiveness of the proposed framework.

Finally, Chapter 6 concludes this thesis.
Chapter 2

Emerging Nano Technology

This chapter provides an overview of the emerging nano electronics, focusing on the devices, crossbars, and architectures. In addition, the challenges in this technology and some related work for tolerating these issues are also mentioned.

2.1 Background

2.1.1 Nanowire Based Devices

It has been shown that Carbon nanotubes and nanowires can be used for more than interconnection [17]. Among emerging nano devices, nanowires seem to be very promising due to the fact that it is possible to control the carrier type and the concentration during growth [1], [19], [20], [21], [22]. Thus, it is possible to build p-type or n-type doped semiconductor nanowires.

Using semiconductor nanowires, researchers have presented diodes and FETs based on p-n junction behavior where oxide can be grown to avoid contacting [23], [1], [22]. FETs are also used to manufacture logic gates based on conventional Silicon technology [20]. An example study by Cui and Lieber [1] shows the implementation of nanowire based diodes and FETs using nanowire based emerging technology.

Two semiconductor nanowires, one p-type and the other one n-type, can be used to form a junction diode at their crossing. Since two crossed nanowires may have a short circuit, oxide is grown on the nanowires by applying high current to flow through which is used for heating the junction to get oxidized from the air [38].
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Figure 2.1: Crossed Si doped nanowire junctions. (A) Typical electron microscope image of a crossed Si doped nanowire junction with Al/Au contacts. (B through D) I-V behavior of p-n, p-p, and n-n junctions, respectively [1].

It should be noted that in the Figure 2.1, (B) demonstrates a p-n junction that shows a diode like behavior. As conventional CMOS based diodes, the nanowire based crosspoint diodes allow current flow through after a certain threshold voltage such as \( I = I_S(e^{(V_D/V_T)} - 1) \).

It has been shown that by using the p-n-junctions for crosspoint diodes, diode arrays have been made, with 85% to 95% yield, where each of them shows an independent operation [38].

While two doped nanowires are used to create a junction diode, three nanowires with adequate crosspoints can be used to produce a three terminal device (i.e. FETs) as shown in Figure 2.2 [1]. In (C), the base-emitter voltages are shown with collector-base voltage versus collector current. In (D), common base current gain versus collector-base voltage is presented. It can be seen that Si doped nanowire based bipolar transistors exhibit very good current gain. The observations gained with this study show that nanowire based transistors may be used in the future systems instead of CMOS technology based transistors.

In addition to the nanowire based devices (diodes and FETs), molecular devices have been presented. Molecular resonant tunneling diodes have been presented where these diodes show negative differential resistor (NDR) behavior [39]. The main importance of these devices is that they show a negative resistance for a region of
Figure 2.2: Crossed nanowires to obtain a Si doped nanowire bipolar transistor. (A) presents a schematic illustration and in (B) electron microscope image is presented. In (C) and (D), the data representing the current and voltage connection is demonstrated [1].

their I-V curves. By the appropriate usage, it is possible to obtain molecular latches which can also be used for signal restoration as well as I/O isolation.

In addition to NDRs, organic molecules have been presented. The main idea of these devices is that they are combined of mechanically distinct parts, such as a ring and a rod or interlocking rings. By applying a programming voltage across the molecule adds or subtracts an electron (oxidation-reduction), shifting the ring and changing the molecules conductivity. Also, the molecule saves its state which in turn can be used as a non-volatile programmable molecular switch [17]. The most known examples are catenane and rotaxane molecules.

Last but not least, it is possible to use Carbon nanotubes for mechanical switch behavior. Arranging two Carbon nanotubes as a crossbar where the upper half and the lower one are distinct, it is possible to program them by applying voltage so that they attract each other and by the help of Van der Waals force they keep their states [40].

2.1.2 Crossbar Structures

Using the devices mentioned above, crossbar structures have been built for logic function implementation. For example, researchers have demonstrated using rotaxane molecules (with the feature of resistances changing in different states) between
two perpendicular nanowires in order to build nano crossbars for memory, logic
blocks and programmable interconnect [24], [23], [41]. Configuring the nano cross-
bar arrays can be achieved by programming crosspoints with applying voltage differ-
ence [42], [26], [25] where the junction can be addressed by two nanowires (horizon
and vertical). An example of a nano crossbar is shown in Figure 2.3.

![Diagram of a nano crossbar using bistable junctions.](image)

**Figure 2.3:** A nano crossbar using bistable junctions. (A) shows the physical
representation whereas (B) demonstrates circuit scheme [2].

In addition to switch based crossbars, FET based crossbars can be built using Silicon
doped nanowires at the bottom set and metallic wires at the top set [26]. Doped
nanowires are oxidized to prevent direct connection from metallic ones to show p-n-
junction behavior [22]. These structures can be customized by using decoders to
move the desired crosspoints into a close position (activation) for FET behavior or
a separate position (deactivation) for regular wire behavior [23].

### 2.1.3 Crossbar Based Architectures

The nano crossbars have been considered as the main building block of the future
architectures like NanoPLA, nanoFabrics, CMOL (a hybrid architecture), comple-
mentary n- and p- type arrays since nano crossbars are very regular, reconfigurable,
and interchangeable. The proposed architectures aim using nano crossbars for the
logic function implementation which can be considered as the heart of the archite-
tures. Following architectures are the most known and most accepted architectures
among the proposed ones.

A hybrid architecture called CMOL uses diode based nano crossbar arrays on the top
of CMOS cells where integration between micro and nano blocks are achieved on the
same level [3]. Using pins between CMOS and crossbar arrays and turning crossbar
array by some angle $< 90^\circ$, it is shown that it is possible to access each nanowire
even though they are not precisely aligned as shown in Figure 2.4. Therefore, even though the expected defect rate is extremely high, it will be possible to use this hybrid architecture for future systems.

![CMOL architecture](image)

**Figure 2.4:** CMOL architecture [3].

For CMOL (Figure 2.4), on the left, the schematic view is presented. The pyramid like pins are considered for the interface between CMOS and nano crossbars. Since nano crossbars are expected in smaller size, it will be easier to apply pyramid like pins. In the middle, the addressability feature of a particular nanodevice is shown. It should be noted that by choosing two nanowires, any nanodevice can be chosen. In addition, on the right of the figure, the overall view of the addressability using any pins (as an example pin 1 and pin 2) are presented.

The nanoFabric architecture, shown in Figure 2.5, uses the idea of today’s FPGAs where logic blocks (nano blocks) are routed using switch blocks [4]. Each nano block contains a molecular logic array (MLA) which is based on diode-resister logic (RDL). Since RDL suffers from voltage degradation, restoration is necessary. For the nano blocks, restoration is achieved by the molecular latches that are orthogonal to output wires.

Another nano architecture, NanoPLA (Figure 2.6), contains nano crossbar arrays (2D diode based crossbars) for logical operations and uses Silicon doped nanowires for addressing, restoration, and inversion [23, 25, 27, 43]. For the addressing of nano crossbars, stochastic address decoders are used which are composed of doped nanowires. Since lightly doped regions will be sensitive to inputs, address decoders can be built. The outputs of programmable nano crossbars are restored with restoration plane using nanowire based FETs. In addition, these planes can be used for inversion so that any universal logic functions can be built.
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Figure 2.5: The layout of the nanoFabric as well as the schematic of a nanoBlock [4].

Figure 2.6: An overall architectural view for the nanoPLA [5].

In addition to the diode based crossbars, FET based crossbars are also recommended for the usage of the logic functions as the main building block of some architectures. For example, it is also suggested to use FET based crossbars for NOR planes of crossbars [5]. Moreover, another architecture based on FET crossbars is NASIC [6] as shown in Figure 2.7.

For the NASIC architecture, using dynamic circuits built with nanowire FETs, different logic circuits can be obtained (the left figure) and by combining these circuits any logic functions can be implemented [6]. The main reason of using nanowire FETs is to build more tuned nano architectures under application dependent domain. Hence, they try to reach denser designs with better utilization, efficient cascading, and better routing [44].
Last but not least, using both switch based and FET based crossbars, another architecture is presented. In this architecture, p- and n- FET reconfigurable crossbars are used for pull up and pull down networks with the help of switch based crossbars [7]. An example for an inverter is shown in Figure 2.8. In this example, the pull-up transistor is gathered by the left plane (p-type transistor plane) and the pull-down transistor is obtained using the right plane (n-type plane). Then, these two transistors are connected to each other using switch based crossbar plane.

![Figure 2.7: NASIC architecture [6].](image)

![Figure 2.8: An inverter implementation using n- and p-type doped crossbars followed by a switch plane [7].](image)

### 2.2 Issues with the Emerging Nano Technologies

While bottom-up manufacturing approach is useful for additional shrinking, it fails the control of each device during the manufacturing process. Therefore, due to
the lack of the control during the manufacturing, nanowires that are grown using bottom-up techniques may be broken or misaligned. Hence, these nanowires will become unusable. Additionally, for a crossbar based architecture, crosspoints may contain defects which make them unusable. As a result, the defect rate expected for emerging nano technology is much higher than current CMOS technology. The effects of nanowire and crosspoint defects can be shown with the following faults [45].

Stuck-open crosspoints faults: A stuck-open fault for a crosspoint corresponds to a missing device at that crosspoint. Therefore, it will be impossible to use (e.g. activate) the crosspoint.

Stuck-closed crosspoint faults: If there is a stuck-closed fault for a crosspoint, this crosspoint will behave as a short circuit and the intersecting nanowires (i.e. both horizontal and vertical nanowires) will be shorted. The corresponding crosspoints will not be programmable and cannot be deactivated. Therefore, both horizontal and vertical nanowires become unusable.

Nanowire open fault: Broken nanowires will not be able to carry signals. Hence the entire nanowire and the devices connected to it will be malfunctioning and should be omitted during the design phase.

Nanowire bridging fault: In case of a nanowire bridging fault, two (or more) nanowires are shorted together meaning that both (all) of them become unusable.

It should be noted that all defects in a crossbar can be represented by using only crosspoints defects as Stuck-open and Stuck-closed.

Extreme process variation is one of the major challenges in emerging nano technologies. While current CMOS technology is facing issues with variations due to doping, annealing process, oxide thickness, etc. as well as photolithographic issues, nanowire based architectures are affected by the additional sources of random variation [34]. The sources of variations for emerging nano technologies can be considered as follows.

Due to lack of control during the manufacturing process, variation in the length of nanowires will occur as well as the thickness. Since resistance and capacitance is based on the length and thickness of a wire, variation in resistance, capacitance, and also inductance will apply [25].

As mentioned before, one of the main advantages of nanowires is they can be doped using Si or Ge. However, at this nano regime and low controllability, the doped
region of nanowires may not be fully controlled. Therefore, even though there are some small fluctuations in doping of nanowires, fluctuations in the electrical characteristics of each nanowire will be expected [34]. For example, it has been shown that nanowires, with 3-nm diameter, contain approximately one dopant atom per nanometer of length [46]. When the doping concentration is taken into account, even a single impurity has a substantial contribution to the total electrostatic potential. Therefore, when the doping has a large variation, the doped nanowires can be useless [25].

In addition, for nanowire FETs, field effect regions as well as core shell thickness vary from device to device due to bottom-up statistical alignment process [34], [28]. In addition to FETs, while for diodes, diode region is composed of a small number of elements or bonds, extreme random variation from crosspoint to crosspoint will be seen.

It should be noted that connection resistances (and capacitance) between microwires and nanowires is another source of variation [35]. And, intersection resistance could be a limiting factor for the performance of this nanotechnology which cannot be fully determined [36]. For example, a programmable molecule composing crosspoint for a crossbar may have extreme resistance whereas for another programmable molecule, the resistance may be lower. Further, environmental issues such as temperature gradient may cause resistance variations in nanostructures [37].

In addition to random variations, [34] focuses on also variations due to fanout parameter which may have significant range. Fanout in a NanoPLA is due to the fact that when NAND term outputs are needed to be multiplied, the input wire must have the associated diodes programmed to connect to the required output wires. Also, they must charge the output wires resulting in being affected by the capacitances.

To sum up, due to low controllability in bottom-up self-assembly fabrication, nanowires will contain high variations in resistance, capacitance and inductance as well as in the threshold voltage of diodes and FETs [32], [33], [34]. The effect of the fluctuations in electrical characteristics of a nanowire and nanowire based devices can be explained as follows.

Nanowires with excessively high resistance due to doping variations or poor contacts will not be able to meet timing constraints when they are used for pull-up or pull-down networks [25]. Self capacitance and coupling capacitances will affect the
performance of these devices since capacitance is an important factor in performance (due to charging and discharging) [32], [35].

Since nanowires are doped using Si, conventional MOSFET current equations should still hold. Therefore, it is possible to say that saturation current is linear for threshold voltage and supply voltage, but exponential for cut-off region in a circuit [34]. Therefore, variations in threshold voltage will make the current may not be fully estimated.

Moreover, the variation in threshold voltage of transistors can be modeled as the fluctuations of the resistances as $R_{off}$ when a FET is in cut-off region and $R_{on}$ when in saturation region. When the nanowire FET is active, switching time as well as time for discharging are dependent on $R_{on}$ and $R_{off}$ which can be used in the modeling of the transistors to show the effect of the variation [34].

### 2.3 Related Work

Many studies for nano architectures have been presented for defect tolerance. Researchers took the advantage of reprogrammability and interchangeability of nano crossbars as well as spare resources to tolerate defects. With the inspiration from Teramac study by HP Labs., where high defect rate is overcomed using the reconfigurable structures [47], researchers developed methods for tolerating high defect rate for crossbars with the reconfigurability, abundance of sources, interchangeability features.

A defect aware design flow (application dependent design with defect map in every design level) is provided by [48]. In this study, the reconfiguration feature of crossbars is used to be able to find a defect free mapping. Defective crosspoints are tried to be mapped to defect free crosspoints. Finding a defect free mapping is stated as ‘Bipartite Matching’. However, since using an exact method will require long time for finding an appropriate mapping for defect tolerance, in addition to the exact algorithm, a heuristic algorithm is presented. Using the method, they propose that they can tolerate defects upto 20%.

In [45], the idea of using smaller possible crossbars in a larger crossbar is presented for defect tolerance. While a crossbar can be represented by bipartite graph representation, maximum flow is used in order to tolerate defects. Moreover, it is
also shown that the effect of stuck-closed faults is much higher than the stuck-open faults. Therefore, for increasing the yield, it is recommended to develop manufacturing methods to bias the crosspoints in a way that the possibility of having stuck-closed faults reduce.

A defect unaware design flow, where defect map is only needed at the final mapping process, is presented in [49], [29]. Finding a maximum biclique for defect tolerance was discussed and a heuristic method was presented for runtime reduction. Moreover, a design independent scheme in which a defect-free subset of fabricated resources are extracted and used in the design flow. Furthermore, techniques to reduce the area overhead of the proposed defect-tolerant flow are presented.

A mathematical model for mapping crossbars is proposed in [50]. They additionally improve their study with a heuristic defect tolerant mapping method based on bipartite graph.

Moreover, [51] recommends using Built-In-Self-Test to tolerate defects. During the mapping process, nano blocks in a system can be searched whether any of them can be used for mapping logic function. Therefore, the per-chip placement and routing would not be needed anymore. The biggest advantage of such an idea is that while the defect rate is extremely high for emerging nano technologies, using a defect map will require high complexity. With the removal of the need for per-chip placement and routing, the complexity behind the defect map will be eliminated. In addition to the complexity, the storage is another problem. Since the future systems will take advantage of smaller device sizes and more dense logic functions compared to current technology, storing defect map for highly defective devices will require extreme space.

In addition to the mapping algorithms to tolerate defects, architectural techniques have also been presented. For example, while CMOS technology presents a more robust plane, CMOL takes the advantage of using nano crossbars on CMOS creating a hybrid architecture [3].

Defect tolerance for emerging nano technologies is a major issue, but not only the one. As mentioned before in Section 2.2, the expected variation for emerging technologies is extremely high. For the variation tolerance, researchers have presented some methods to minimize the effect of variations on single nanowires such as adding buffers, changing wire size and width as well as wire length [32].

In [52], manufacturing techniques in order to increase the control over variation are mentioned. In their work, they focused on nanowire based decoders. They connect
the variation as threshold voltage deviation. Using Grey code, the effect of variation due to manufacturing can be reduced. Additionally, they recommend using longer codes for decoders where the effect of the variation seems decreasing with the length of the codes because longer codes will require less transitions.

Moreover, another study focuses on the modeling [53]. Since a more realistic model should be used when the variation is extremely high, the researchers work on Carbon nanotube based FETs. Using models those represent the real devices more accurately, it is possible to know the effect of variation on circuits where worst case scenarios will be more realistic.

Additionally, for the architectural point of view, it has been pointed out that the re-configurability feature of nano crossbar arrays can be used to optimize variations [27]. While variations can be modeled as delay differences, the circuits will show different performance. In this manner, the devices with low performance can be bypassed and more suitable devices for that operation can be used.

For variation tolerance during the design phase, NASIC architecture is investigated [54]. Since NASIC uses nanowire based FETs for logic implementations, variations caused by the doping issues, channel length, etc. have significant effects and result in timing mismatches as well as exact critical path may not be detected during the design phase. Therefore, in this study, it is assumed that sources of error include permanent defects, process and environmental variation related errors, transient errors, as well as internal and external noise related errors for NASIC architecture. Then, they try to built defect tolerance for NASIC architecture. In the scope of defect tolerance, they add redundancy and interleaving (when the redundancy may not be enough). They further consider using Hamming Codes for error correction.

The approach in [55] uses a common CMOS based FPGA architecture, enhances it using CNFET and proposes Field Programmable Carbon Nanotube Array (FPGCNA). They first characterize the components considering variations by modifying well-known FPGA tools. Then they use statistical timing analysis and apply local/global routing considering variation effects.

A study in [34] presents modeling and a mapping algorithm to tolerate variations for NanoPLAs. In this study, they focus on mapping the logic functions for crossbars by implementing the slowest logical NAND-term to the fastest physical NAND-term. They explain timing for a NanoPLA as the switching time for the slowest NAND-term to switch. If the timing of the circuit goes beyond the predetermined
margins, the NanoPLA will not meet the constraints and considered as defective. To be able to model delay of a NAND term, they apply Elmore Delay models and variation is modeled as Gaussian distribution. They propose different methods for variation tolerance. First, the NAND terms not meeting constraints are considered as defective and mapping is applied by bypassing these resources. Therefore the constraints would be met with a successful mapping. They additionally propose another method that tries to reduce the delay by mapping the slowest logical NAND term to the fastest physical NAND term.
Chapter 3

Delay Modeling and Characterization Testing of Nano Crossbars

In this chapter, first, we give definitions for variation and defect tolerance techniques. Next, we explain the proposed delay models and their calculation for both crossbar structures (i.e. diode based and FET based nano crossbars). We further explain characterization testing methods for obtaining variation and delay values of each crosspoints (based on lumped delay modeling). Since defect tolerance is another major issue with variation tolerance, we extend our method for defect tolerance.

Crossbars are considered as the main building blocks for emerging nano technologies. However, for logic functions, instead of using one large crossbar, logics are divided for multiple crossbars where the crossbars are cascaded to each other composing crossbar arrays. Hence, we also extend our work for crossbar arrays.

3.1 Definitions

For the variation and defect tolerant logic mapping based on the lumped variation model, we define various matrices, as follows.

The binary Function Matrix (FM) of size $n \times m$ indicates the logic function to be mapped into a crossbar with a size of $n \times m$. For both crossbar structures, each
row of FM corresponds to an input and each column corresponds to an output. The entries of FM are defined as below:

\[ FM_{i,j} = \begin{cases} 
1, & \text{if output } j \text{ depends on input } i \\
0, & \text{otherwise} 
\end{cases} \]

Figure 3.1 shows a multi-output logic function “\(O_1 = I_1, O_2 = I_1I_3, O_3 = I_1I_3I_4, O_4 = 0\)” mapped into a diode based crossbar as well as a similar multi-output logic function “\(O_1 = T_1, O_2 = T_1T_3, O_3 = T_1T_3T_4, O_4 = 0\)” into a FET based crossbar with a size of \(4 \times 4\).

For the diode based crossbar, the diodes demonstrate the activated junctions that show diode behavior and where there is no diode at the crosspoint, the junction is deactivated (will not be effective for logic function). In addition, for the FET based crossbars, the FET crosspoints show that they are activated to show FET behavior. The corresponding FM for both crossbars is demonstrated in Table 3.1.

![Diagram](image)

**Figure 3.1**: The implementations of two different multi output logic functions, which are based on the same FM, for diode based crossbar (A) and FET based crossbar (B).

**Table 3.1**: Function Matrix corresponding to the functions in Figure 3.1.

<table>
<thead>
<tr>
<th>In/Out</th>
<th>(I_1)</th>
<th>(I_2)</th>
<th>(I_3)</th>
<th>(I_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(O_1)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(O_2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(O_3)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(O_4)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
It should be noted that the Function Matrix provided in Table 3.1 is just for preconfiguration where the mapping of the horizontal (vertical) nanowires of the crossbar to the inputs (outputs) of the function (as expressed in FM) has not been fixed yet (i.e. can be changed using the reconfigurability feature of crossbars).

The lumped variation model in a crossbar is represented by a real $n \times m$ matrix called Variation Matrix (VM). VM has elements of real numbers where each entry indicates delay of individual crosspoints (either diode based or FET based) in the crossbar. As an example, a VM of a nano crossbar is provided in Table 3.2 in which numbers between 0 and 100 represent the normalized variation of each crosspoint.

While FM is the property of a logic function and it is fixed for different copies of crossbars (or nano chips) implementing that function, VM is the property of the individual crossbars and varies from one crossbar to another crossbar.

<table>
<thead>
<tr>
<th>Table 3.2: An example of a VM for a $4 \times 4$ crossbar.</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
</tr>
<tr>
<td>80</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

It should be noted that VM depends on the electrical characteristics of a crossbar where each entry represents a crosspoint. Therefore, using VM, it is possible to represent any crossbar circuit (either diode based or FET based).

The important features of nano crossbars are reconfigurability, interchangeability, and abundance of programmable resources. For a given function (specified in an FM), there exist several different mappings of that particular function to the crossbar, i.e. how the inputs and outputs of the FM are assigned to the horizontal and vertical nanowires of the crossbar (and as a result, using different crosspoints in the mapping of the function). Therefore, we express the mapping of the function to a crossbar of size $n \times m$ with two vectors:

- $n \times 1$ Input Mapping Vector (IMV): $IMV[i] = j$ if input $x_i$ is assigned to horizontal nanowire $j$.
- $1 \times m$ Output Mapping Vector (OMV): $OMV[i] = j$ if output $f_i$ is mapped to vertical nanowire $j$. 
In other words, IMV (OMV) represents a permutation of numbers from 1 to \( n \) \((m)\). As an example, the actual mapping (implementation) of the same logic functions (Table 3.1) using different crosspoints is shown in Table 3.3 with the implementation of the crossbar circuits in Figure 3.2. For this configuration, for both crossbar circuits, \( IMV = \{4, 3, 1, 2\} \) and \( OMV = \{1, 4, 3, 2\} \).

![Figure 3.2: The implementation of the same logic functions using a different configuration.](image)

<table>
<thead>
<tr>
<th>( I_3 )</th>
<th>( I_4 )</th>
<th>( I_2 )</th>
<th>( I_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>In/Out</td>
<td>( O_1 )</td>
<td>( O_4 )</td>
<td>( O_3 )</td>
</tr>
</tbody>
</table>

### 3.2 Delay Models for Nano Crossbars

Nano crossbars can be built either diode based or FET based. Therefore, delay models for each crossbar will be different than the other. Hence, in this section, we explain the delay models for both diode and FET based crossbars.

#### 3.2.1 Delay Models for Diode Based Crossbars

In diode-based crossbars, the logic is implemented as Resistor Diode Logic (RDL). In RDL, programmable diodes are connected between outputs and inputs in a parallel
way, i.e. they are not cascaded. For both AND and OR logic implementations, all inputs are connected to corresponding crosspoint diodes which are all in parallel connected to the output nanowire as shown in Figure 3.1 and Figure 3.2.

Since all input connections are in parallel, for a non-controlling transition (e.g. 0 → 1 for AND), the output will make a transition with the slowest input path makes the transition. Therefore, the maximum delay of an output is proportional to the maximum delay of the crosspoints connected to the inputs. This means that the delay of an output can be estimated by the maximum ‘used’ (activated) entry of VM for the corresponding column of FM.

For a particular mapping (specified with IMV and OMV), the cost (maximum delay) of output $f_i$ denoted by $C(f_i)$, is calculated as:

$$C(f_i) = \max_{k=1}^{n} (FM[k][i] \times VM[IMV[k][OMV[i]]])$$

(3.1)

For example, considering the FM (Table 3.1) and corresponding VM (Table 3.2), with identity IMV and OMV ($IMV[i] = i$, $OMV[j] = j$) the costs of each output can be calculated as follows. Costs = \{max(90), max(50, 45), max(10, 75, 20), 0\} = \{90, 50, 75, 0\}.

### 3.2.2 Delay Models for FET Based Crossbars

While for diode based crossbars, the diodes are connected in parallel and the output will make a transition with the slowest crosspoints, in FET based crossbars, all the FETs are cascaded. Therefore, instead of making a transition with the slowest crosspoint, the output will be dependent on the all FETs connected for this output. Hence, for a particular mapping of a function to a crossbar of size $n \times m$ (specified with IMV and OMV), the cost of output $f_i$ (in terms of delay or variance, depending on the interpretation of VM), denoted by $C(f_i)$, is calculated as:

$$C(f_i) = \sum_{k=1}^{n} FM[k][i] \times VM[IMV[k]][OMV[i]]$$

(3.2)

For example, considering the FM (Table 3.1) and corresponding VM (Table 3.2) are demonstrating a FET based crossbar, the costs of each output should be calculated
based on the identity IMV and OMV (IMV[i] = i, OMV[j] = j) as follows. Costs = \{90, 50 + 45, 10 + 75 + 20, 0\} = \{90, 95, 105, 0\}.

### 3.2.3 Optimization Goals

During the optimization of the cost of a crossbar (either diode or FET based), the main criteria should be to minimize the critical path, i.e. minimizing the maximum cost over all outputs of the crossbar. This means that \(D_{\text{max}} = \max_i C(f_i)\) should be minimized.

\[
Objective 1 = D_{\text{max}} = \max_i C(f_i) \quad (3.3)
\]

Please note that while for diode based crossbars, the cost is the delay of the slowest ‘used’ crosspoint for an output, for the FET based crossbars the cost is the sum of the delay of all ‘used’ crosspoints for that output.

In addition to minimizing the maximum cost, other different optimization objectives can be considered. Another optimization goal could be balancing all the path delays. This corresponds to minimizing the maximum and the minimum cost differences of a crossbar as shown below.

\[
Objective 2 = D_{\text{max}} - D_{\text{min}} = \max_i C(f_i) - \min_j C(f_j) \quad (3.4)
\]

It should be noted that during the optimization of Objective 2, zero costs at the outputs should be ignored since zero costs correspond to unused outputs (all-zero column for an output in FM).

To give an example for a diode based crossbar, considering the FM (Table 3.1) and corresponding VM (Table 3.2), with identity IMV and OMV (IMV[i]=i,OMV[j]=j) the objectives can be calculated as follows.

\[
\text{Costs} = \{90, 50, 75, 0\},
\]

\[
Objective 1 = D_{\text{max}} = 90, \text{ and}
\]

\[
Objective 2 = D_{\text{max}} - D_{\text{min}} = 90 - 50 = 40.
\]
However, for a FET based crossbar, since the cost for each output is the summation of each used VM entry in the same row,

\[ \text{Objective } 1 = D_{\text{max}} = 105, \quad \text{and} \]
\[ \text{Objective } 2 = D_{\text{max}} - D_{\text{min}} = 105 - 90 = 15. \]

### 3.3 Characterization Testing for Crossbars

The presented mapping technique requires the variation (delay) of individual crosspoints (based on the crossbar structure) to be extracted prior to the mapping process in order to populate the Variation Matrix. This can be done in the characterization testing step, which in turn can be implemented as an extension of a delay testing procedure. Since both diode and FET based crossbars have a regular structure and they are also reprogrammable, an efficient delay testing technique can be devised for variation/delay characterization. We exploit these features for a fast and efficient delay characterization, as described next.

Our proposed delay testing (characterization) method is as follows. If the inputs are row-wise and the outputs are column-wise, all the outputs act as primary outputs and can be read simultaneously. We apply both falling and rising transitions through each crosspoint. Using path delay testing measurements, we infer the delay/variation values of individual FETs and create VM. The test process consist of one test configuration and a series of test vectors.

In the configuration of the crossbar, all the crosspoints are activated (all elements of FM are 1). In other words, each output line implements a function of all input lines (the implemented function depends on the structure of the crossbar, NAND or NOR logic for FET based crossbars and AND or OR logic for diode based crossbars). For an \( n \times m \) crossbar, \( n \) test vector triples are applied. For each input, two controlling transitions (falling and rising) are applied while all the other inputs are stable at the non-controlling values, i.e. only one input is making a transition at a time. For example, the non-controlling value for logic AND/NAND is 1 and for logic OR/NOR is 0. Since only one input (\( i \)) is making a transition and all other inputs are stable at the non-controlling value, the transition delay observed at output \( j \) is due to the delay of only one crosspoint located at \((i, j)\). In other words, there is only one switch
on the transition path from input to each output. The entries of VM are populated as an average of rising and falling transition delays/variations.

Specifically, for a crossbar acting as an OR/NOR-plane, all the inputs are 0. Then, the last input make a transition to 1. By measuring the falling transition time at all \( m \) outputs, the rising delay of the last row of the crosspoints are obtained. If the transition does not arrive or arrives too late on a particular output, the corresponding crosspoint on that column is considered as defective. After all values are stabled, then that input transitions back to 0 and the rising transition delay on all outputs are sensed (a crosspoint is defective if it fails either of rising or falling transition tests). This process is repeated for every other input such that in \( n \) steps the delay of all crosspoints can be characterized. The process for a crossbar acting as a AND/NAND-plane is the dual of the above procedure.

This delay testing (characterization) procedure requires only one test configuration and \( O(n) \) test vectors for an \( n \times m \) crossbar. Therefore, even though we need to characterize the entire crossbar, we take the advantage of reprogrammability for the fastest possible testing procedure by using the minimum number of configurations and test vectors. This delay testing process can be extended to crossbar arrays in a straightforward way.

To consider the effect of crosstalk (which can occur during normal operation) in this characterization test, one extra test configuration and one input pair can be added. In the new test configuration, all crosspoints, except those identified as defective by the above procedure, are activated. In the test pattern, all inputs are making a transition from controlling to non-controlling values (e.g. in an AND-plane, all-0 vector followed by all-1). Since robust all-input path delay testing patterns are applied for all outputs simultaneously, the effect of crosstalk (worst case scenario) is sensitized. The difference of the delay observed at each output \( j \) (corresponding to the delay of slowest crosspoint in column \( j \) with the presence of crosstalk) and the maximum delay of column \( j \) of VM, characterized by the above procedure using one-input-transition test (no crosstalk), shows the contribution of crosstalk to the actual delay. All elements of column \( j \) of VM can be adjusted by this delay difference accordingly.

Please note that for changes in VM over runtime that result in timing failures, we can perform periodic characterization and apply re-mapping to avoid failures.
3.4 Modeling Defects in Crossbars

The number of defects in nanoscale devices fabricated using bottom-up manufacturing process is expected to be significantly higher than that for CMOS devices fabricated by conventional top-down lithography patterning. This is mainly because of inherent lack of control in self-assembly fabrication as well as atomic scale of nanodevices. Therefore, dealing with defects is a major aspect of design flow in crossbar nano architectures.

The defects in a crossbar can be generalized into two types for crosspoints: stuck-open, where the crosspoint cannot be activated, and stuck-closed, where the crosspoint cannot be deactivated. Defects in nanowires, such as opens and shorts, can be modeled by crosspoint faults, as described in [29]. After defective crosspoints are modeled with the infinite delay at the VM ($V_\infty$), mapping algorithms can be modified to minimize variations by rejecting the infinite costs (i.e. configurations with defects).

An example of the representation of defects in VM for a $4 \times 6$ crossbar is shown in Table 3.4. In this example, (1, 5) and (4, 1) contain stuck-open defects whereas (3, 3) contains a stuck-closed defect where all crosspoints of the wires that intersect at (3, 3) are unusable (all switches at row 3 and column 3 become unusable).

<table>
<thead>
<tr>
<th></th>
<th>95</th>
<th>75</th>
<th>$\infty$</th>
<th>55</th>
<th>$\infty$</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>90</td>
<td>$\infty$</td>
<td>70</td>
<td>25</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>55</td>
<td>$\infty$</td>
<td>80</td>
<td>60</td>
<td>85</td>
<td></td>
</tr>
</tbody>
</table>

Please note that the configurations that uses defective crosspoints will result in infinite cost. For diode based crossbars, since the cost is the maximum used crosspoint, the cost will be infinite and for FET based crossbars, since the output cost is the sum of the used crosspoints, the output cost will become infinite with the used defective crosspoint.
3.5 Modeling Crossbar Arrays

During the implementation of logic functions, instead of using a large crossbar (e.g. with a size of 1000 \( \times \) 1000), one should use smaller crossbars and cascade them considering the reliability issues, modularity, etc. Hence, usage of crossbar arrays (i.e. cascaded crossbars) are also an important problem. Here we explain the basic idea for the crossbar arrays and their optimization. One example of crossbar arrays is shown in the Figure 3.3.

![Figure 3.3: The basic idea of implementing a crossbar array using crossbars.](image)

As shown in the Figure 3.3, a crossbar array is a set of cascaded crossbars. For this structure, the outputs of the previous crossbar (crossbar \( i - 1 \)) are set as the inputs of the next crossbar (crossbar \( i \)). Briefly, one big logic function is divided into smaller logic function.

It should be noted that for the best efficiency in terms of logic mapping/routing for crossbar arrays, it is more efficient to have a large array of (relatively) small crossbars [2]. Additionally, the size of the crossbar array for delay optimization represents the combinational logic between two bistable stages (e.g. flip flops) and efficient combinational logic depth is not too large either [2].

For the extension of the delay calculation for crossbar arrays (in which the outputs of the previous crossbar are connected to the inputs of the next crossbar), the delay of the previous crossbar output (column) \( i \) will be added to the delay of input (row) \( i \) of the next crossbar. This is because the crossbars are cascaded (in series connection) and the delay from the primary input to the primary output is sum of the delays of the crosspoints in the path.
3.5.1 Diode Based Crossbar Arrays

Consider two diode based $3 \times 3$ and $3 \times 2$ crossbars are cascaded. Their corresponding VMs and mappings (the configuration mapped into the crossbar based on FM and IMV/OMV) are shown in Table 3.5, respectively. If the crossbars are considered independently, the delays for the outputs of crossbars $i$ and $i+1$ are $\{90, 55, 60\}$ and $\{75, 45\}$, respectively. Since the input $j$ of the second crossbar is connected to output $j$ of the first crossbar, the delay of first stage is added to the delay of second stage. The entire path delay can be represented by adjusted VM values of the second crossbar as shown in Table 3.6.

Table 3.5: VMs and configurations for the cascaded crossbars.

<table>
<thead>
<tr>
<th>crossbar (i)</th>
<th>crossbar (i+1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VM</td>
<td>Conf.</td>
</tr>
<tr>
<td>90</td>
<td>75</td>
</tr>
<tr>
<td>70</td>
<td>95</td>
</tr>
<tr>
<td>45</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 3.6: Adjusted VM for the diode based crossbar $i+1$ ($3 \times 2$).

- $90+40$  
- $90+15$  
- $55+35$  
- $55+45$  
- $60+75$  
- $60+30$

3.5.2 FET Based Crossbar Arrays

While for diode based crossbars arrays, the cost of each crossbar is calculated with the maximum used crosspoint, the cost of FET based crossbar is the sum of the used crosspoint VM entries. Therefore, the delay extension for FET based crossbar is different than the diode based. Based on the same example with the diode based crossbar arrays, assume that two FET based $3 \times 3$ and $3 \times 2$ crossbars are cascaded. Their corresponding VMs and mappings (the configuration mapped into the crossbar based on FM and IMV/OMV) are shown in Table 3.5, respectively.

When the crossbars are considered independently, the delays for each output will be as $\{90+70, 55, 60+20\} = \{160, 55, 80\}$ for crossbar $i$ and $\{40+75, 45\} = \{115, 45\}$ for crossbar $i+1$. However, when they are cascaded, $i+1$ crossbar VM should be recalculated since the output costs of the previous crossbar will be added to the
delay of second one. Therefore, the adjusted VM for the crossbar \( i + 1 \) would be as in Table 3.7. And, the cost of the crossbar array (the delay from the first inputs to the last outputs) will be \( \{160 + 40 + 80 + 75, 55 + 45\} = \{355, 100\} \). As can be seen the delay calculation for FET based crossbar arrays is different than the diode based crossbar and require appropriate adaptation of the optimization algorithms.

<table>
<thead>
<tr>
<th>160+40</th>
<th>160+15</th>
</tr>
</thead>
<tbody>
<tr>
<td>55+35</td>
<td>55+45</td>
</tr>
<tr>
<td>80+75</td>
<td>80+30</td>
</tr>
</tbody>
</table>

### 3.5.3 2D Crossbar Arrays

While the previous structure, i.e. crossbar arrays, are extending the logical function implementation from one large crossbar to relatively smaller crossbars, the implementation is only one dimensional (1D) – \( i - 1^{th} \) crossbar output is directly connected to \( i^{th} \) crossbar. However, this approach can further be developed by using two dimensional (2D) crossbar arrays.

For a 2D crossbar array (Figure 3.4), the crossbars are not only connected to the previous \((i - 1)\) and the next crossbar \((i + 1)\); crossbar \(i\) is also connected to the crossbars at other rows. More specifically, using appropriate modeling, crossbar \((i, j)\) in a 2D crossbar array is connected to crossbar \((i, j - 1), (i, j + 1), (i - 1, j),\) and \((i + 1, j)\). So, a crossbar will have connections with 4 crossbars and among these 4 crossbars, 2 of them will be supplying inputs and the other 2 of them are using the outputs.

2D crossbar arrays can be further developed to make it resemble FPGAs like architectures in order to have a better routing features. In this case, instead of using every single crossbar for logic operations, some of them can be used for connection (Figure 3.5). Hence, we categorize the crossbars as Logic Block (LB) and Connection Block (CB). It should be noted that in the structure of crossbars, there will not be any differences whereas the only difference is what they are used for. For example, a CB with an FM of identity function will be used to transfer the outputs of a crossbar to another crossbar as inputs.

It should be noted that while for 1D crossbar array, the VM is affected by only the previous crossbar output, for 2D crossbar array, the VM will not be only affected by
the previous crossbar since a crossbar has multiple inputs. In this case, a crossbar 
(i, j) VM will be affected by crossbar (i − 1, j) and crossbar (i, j − 1) outputs. we 
can model the new VM for crossbar (i, j) with the following equation.

\[ \text{crossbar}(i, j).VM[x, y] += \text{crossbar}(i - 1, j).cost(x) + \text{crossbar}(i, j - 1).cost(y) \]  

(3.5)
Chapter 4

Algorithms

For nano crossbars, the important features are reconfigurability, interchangeability, and abundance of programmable resources. Using these features, for a crossbar, a given function can be implemented using several different mappings with different IMVs and OMVs (i.e. assigning different inputs and different outputs for the same FM) and using different crosspoints (diode or FET). Therefore, as shown by the Equations 3.1 and 3.2, different mappings (based on FM with IMV and OMV) will result in different costs. As a result, one can optimize the crossbars using interchangeability and reconfigurability feature for different optimization criteria.

In this chapter, we will explain the algorithms developed for variation and defect tolerance.

4.1 Exhaustive Search

While different IMV and OMV sets can be used for the search of an optimal crossbar mapping, one can try exhaustive search. For the exhaustive search, all permutations of IMV and OMV are tried and for each permutations of a mapping vector, the cost is calculated. If the new permutation results in less cost than the previous found cost, meaning that this configuration optimizes circuit more than the previous configuration, we keep the mapping vectors for further comparison. At the end of the search, only the best permutation(s) resulting in the least cost will be found.

For this method, we apply all permutations of IMV and OMV. For a crossbar with a size of $n \times m$, there are $n!$ permutations for IMV and $m!$ permutations for OMV.
begin
    $min_{\text{cost}} = \infty$
    $best_{\text{IMV}} = \emptyset$
    $best_{\text{OMV}} = \emptyset$
    foreach permutation of IMV do
        foreach permutation of OMV do
            cost = calculate\_cost($F_{M}$, IMV\_permutation, OMV\_permutation)
            if (cost < $min_{\text{cost}}$) then
                best_{IMV} = IMV\_permutation
                best_{OMV} = OMV\_permutation
                $min_{\text{cost}} = cost$
        end
    end
end

Algorithm 1: Exhaustive Search algorithm for nano crossbars

Therefore, for an exhaustive search of an $n \times m$ crossbar, we need to try $n! \times m!$ different mappings.

Please note that the presented exhaustive algorithm shows the overall idea and for FET based crossbars or diode based crossbars, the cost calculation should be implemented based on the Equation 3.1 and Equation 3.2.

Even though exhaustive search can be used to find out the best optimized mapping, the search space is exponential to the crossbar size. Therefore, it would be intractable to apply exhaustive algorithms for big crossbars. Hence, we need heuristic algorithms that will be used to find an acceptable sub-optimal mapping in reasonable time.

4.2 Simulated Annealing

4.2.1 Concept

During the optimization of the crossbars based on different optimization goals, we cannot apply exhaustive search for large crossbars. Therefore, we require combinatorial optimization methods for this optimization problem. In this section, we will explain the adaptation of Simulated Annealing algorithm for the optimization of crossbar and crossbar arrays for variation and defect tolerance. Simulated Annealing has been chosen for this optimization due to the fact that it has been widely used in VLSI design automation, especially for the placement problem [56].
Simulated Annealing is based on the minimization of energy probability distribution of metals by first heating them and then cooling gradually [56]. During the execution of the algorithm, a new perturbation of the solution is randomly generated (Move) and the cost of the new solution is compared with the old solution (Cost Function). Using this analogy with the physical model, Simulated Annealing accepts new solution when $\Delta cost < 0$. Also it accepts moves resulting in more cost (“bad moves”) with a probabilistic acceptant of $random(0, 1) < e^{-\Delta cost/temperature}$, in order to avoid local optimums. In high temperatures (early iterations), bad moves are accepted with higher probabilities; while toward the cool down of temperature (final iterations), the cost converges to the final values. A detailed algorithm for the Simulated Annealing can be seen in the Algorithm 2.

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{begin}
\STATE \hspace{1em} $temperature \leftarrow \text{high\_temperature}$
\STATE \textbf{while} (temperature $\geq$ cold\_temperature) \textbf{do}
\STATE \hspace{2em} \textbf{for} (i = 1..N) \textbf{do}
\STATE \hspace{3em} $[\text{new\_IMV, new\_OMV}] \leftarrow \text{Move}(\text{IMV, OMV})$
\STATE \hspace{3em} $\Delta Cost \leftarrow \text{calculate\_delta\_cost}(\text{new\_configuration, old\_configuration})$
\STATE \hspace{3em} \textbf{if} ($\Delta Cost < 0$ or $random(0, 1) < e^{-\Delta Cost/temperature}$) \textbf{then}
\STATE \hspace{4em} $\text{IMV} \leftarrow \text{new\_IMV}$
\STATE \hspace{4em} $\text{OMV} \leftarrow \text{new\_OMV}$
\STATE \hspace{2em} $\text{temperature} \leftarrow \text{temperature} \ast \alpha \quad (0 < \alpha < 1)$
\STATE \textbf{end}
\STATE \textbf{end}
\end{algorithmic}
\end{algorithm}

Algorithm 2: Simulated Annealing algorithm

It should be noted that the Simulated Annealing algorithm starts with a high temperature and then gradually cools down. So, at the high temperatures, even the bad moves will be accepted to avoid falling into local optimums at the very early stages. Furthermore, the temperature cools down at every stage by a constant $\alpha$. Even though there are other methods to cool down the temperature at every step, in this study we chose a cool down process of using $\alpha$. Additionally, in the inner loop (i.e. for(i = 1..N)), we apply the perturbations (i.e. moves) and delta cost calculations without changing the temperature. Last but not least, for different crossbar structures (i.e. diode or FET based), initial temperature, terminating temperature, and the $N$ values are obtained empirically.
4.2.1.1 Simulated Annealing for Diode Based Crossbars

While Simulated Annealing is a general optimization algorithm, some modifications should be considered for diode based crossbars. Since the acceptance of a new configuration is based on the criteria \( \Delta Cost < 0 \) or \( \text{random}(0,1) < e^{-\Delta Cost/\text{temperature}} \), temperature should be well defined for initial and the final values whereas the \( \Delta Cost \) is the result of every single moves in IMV and/or OMV and cannot be predefined.

During the fine tuning of Simulated Annealing for diode based crossbars, one should pay attention to the initial and the final temperature values as follows. Since the cost of an output is the maximum ‘used’ crosspoint delay, a change in the used crosspoints will give a \( \Delta Cost \) of the difference of the maximum used crosspoint of the previous configuration and the maximum used crosspoint of the next configuration. Therefore, the algorithm will converge soon (i.e. the swaps other than maximum used crosspoint cost, the cost for diode based crossbars will not change). Considering that the random acceptance rate increases when \(-\Delta Cost/\text{temperature}\) is high, the final temperature should not be high. Furthermore, the \( \alpha \) value should not be too low because with the low \( \alpha \) value, the algorithm will converge very quickly and most probably will result in a local minimum value with high cost.

4.2.1.2 Simulated Annealing for FET Based Crossbars

For FET based crossbars, the output cost is the sum of the VM values of the used crosspoints for an output whereas for diode based it is the maximum used crosspoint. Therefore, unlike diode based crosspoints, \( \Delta Cost \) might be higher even by the end of optimization. than the maximum VM entry with a new configuration. Hence, the final temperature for FET based crossbars does not have to be as small as the final temperature for diode based crossbars. While the maximum crosspoint is used, the swaps with the crosspoints with less cost will still affect the output cost. Moreover, \( \alpha \) value still holds the same feature for FET based crossbars as well.

For both diode and FET based crossbars, the \( N \) value for the inner loop is determined as a function of the \( n \) and \( m \) (the size of the optimized crossbar) to have more iterations for larger crossbars so that the crossbar might be well optimized. For the \( N \) function, we determined it as \( N = 2 \times n \times m \).
4.2.2 Moves

We consider different moves for the implementation of the Simulated Annealing mapping, namely:

1. Changing input assignment (permutation in IMV, OMV is fixed)
2. Changing output assignment (permutation in OMV, IMV is fixed), and
3. Changing both input and output assignments (permutations in both IMV and OMV)

The first two moves represent restricted mapping which will be important in the extension of this technique for the crossbar array (multi-stage crossbars), as will be explained in Sec. 4.3. To implement the random move function, two elements of the corresponding vector are randomly selected and their values are swapped. Based on Equation 3.1, 3.2, this swap will affect the cost function. When unrestricted move (Option 3) is implemented, first, one of the vectors is randomly selected and then the random swap within the selected vector (IMV or OMV) is performed.

For example, when we change only the inputs (IMV) of the initial mapping (Figure 3.1), we get a new IMV of $IMV = \{1, 2, 4, 3\}$ as shown in Table 4.1. Then, if we change the output order, the new OMV becomes $OMV = \{3, 2, 1, 4\}$ (Table 4.2).

| Table 4.1: Perturbation only in input mapping vector (IMV) |
|-----------------|-----|-----|-----|-----|
| $I_1$           | 1   | 1   | 1   | 0   |
| $I_2$           | 0   | 0   | 0   | 0   |
| $I_4$           | 0   | 0   | 1   | 0   |
| $I_3$           | 0   | 1   | 1   | 0   |
| In/Out          | $O_1$ | $O_2$ | $O_3$ | $O_4$ |

| Table 4.2: Perturbation only in output mapping vector (OMV) |
|-----------------|-----|-----|-----|-----|
| $I_1$           | 1   | 1   | 1   | 0   |
| $I_2$           | 0   | 0   | 0   | 0   |
| $I_4$           | 1   | 0   | 0   | 0   |
| $I_3$           | 1   | 1   | 0   | 0   |
| In/Out          | $O_3$ | $O_2$ | $O_1$ | $O_4$ |

After every move, the cost function for the new crossbar mapping based on Objective 1 or Objective 2 using Equation 3.1 or Equation 3.2 is recalculated and the delta cost as the difference of the new cost and the old cost is computed.
4.2.3 Efficient Delta Cost Calculation

After any moves, the new cost should be calculated to find out the $\Delta cost = cost_{new} - cost_{old}$. This can be done by calculating all the output costs. However, this process has a time complexity of $O(n \times m)$. Since this recomputation is done in the inner loop of Simulated Annealing, improvement in delta cost calculation can greatly affect the overall run time of the algorithm. In our implementation, instead of calculating all output costs at the end of every move, only the cost difference due to swapping of two inputs or two outputs, is recalculated which improves the overall performance.

In the followings, the methods for improving the efficiency in delta cost calculation will be explained for both crossbar structures.

4.2.3.1 Efficient Delta Cost Calculation for Diode Based Crossbars

When two items $i$ and $j$ in IMV are swapped with a move during the optimization of the crossbar using Simulated Annealing, all output costs will be affected. Calculation of delta cost, in this case, needs the calculation of the whole crossbar to determine the maximum used crosspoint. Therefore, for delta cost calculation of diode based crossbars, there is no efficient method.

On the other hand, when the change is in the OMV ($k$ and $l$ are swapped), instead of recalculating every output costs, one could only look for the costs of the changed OMVs as follows.

$$\forall i, \Delta C(f_k) = \max(FM[i][k] \times VM(IMV[i])[OMV[k]]) - \max(FM[i][k] \times VM(IMV[j])[OMV[l]])$$

4.2.3.2 Efficient Delta Cost Calculation for FET Based Crossbars

With the similar approach of diode based crossbars, it is also possible to have an efficient delta cost calculation for FET based crossbars. Since for FET based crossbars, instead of using the maximum used VM entry, the sum of the used VM entries is used for cost calculation, the following methods can be used for reducing the complexity of delta cost calculation.
For a move in IMV (swapping $i$ and $j$), the following equation may be used.

$$\forall k, \Delta C(f_k) = FM[i][k] \times VM[IMV[i]][OMV[k]]$$  
$$-FM[j][k] \times VM[IMV[j]][OMV[k]]$$ (4.2)

For the move in the OMV ($k$ and $l$ are swapped), the efficient delta cost calculation is as follows.

$$\forall k, \Delta C(f_k) = FM[i][k] \times VM[IMV[i]][OMV[k]]$$  
$$-FM[i][k] \times VM[IMV[j]][OMV[l]]$$ (4.3)

### 4.2.3.3 The Complexity of the Efficient Delta Cost Calculation

Without any efficient methods, the calculation would take $O(m \times n)$ with calculating every output cost and then finding the difference. However, with the proposed method, the delta cost calculation is as follows for FET based crossbars. The time complexity of finding delta cost is now reduced to $O(m)$, when the move is in IMV since only the changed IMVs are considered in the calculation. When two items $i$ and $j$ in OMV are swapped, only the output costs of $f_i$ and $f_j$ will be affected and need to be recomputed. The time complexity of this operation is $O(n)$. Also, for diode based crossbars, when the move in OMV is considered, the time complexity will be $O(n)$. It should be noted that when the large crossbars are considered and when the iteration in Simulated Annealing is extremely high, the effect of the efficiency will be more important.

### 4.2.4 Defect Tolerance

While defects in bottom-up self-assembled nanoscale devices is expected to be higher than CMOS top-down lithography based devices, methods dealing with defects is a major aspect of design flow.

In Section 3.4 an overview for the reasons of the defects, their representation are provided. To summarize, defects in a crossbar can be generalized into two types for...
crosspoints: *stuck-open*, where the crosspoint cannot be activated, and *stuck-closed*, where the crosspoint cannot be deactivated. In addition, defects in nanowires can be modeled by crosspoint faults \[29\] and defective crosspoints can be modeled with the infinite delay at the VM \((V_\infty)\).

During the implementation of crossbars, infinity can be represented by a large enough number. Specifically, if the maximum cost for a defect free crossbar is represented by a number \(V_{\text{max}}\), any VM entry greater than \(V_{\text{max}}\) can be used to represent infinite VM entry \((V_\infty)\). Therefore, any output cost greater than \(V_{\text{max}}\) can be treated as infinite (defective). Specifically, if the maximum non-defective entry in an \(n \times m\) VM is \(V_{\text{max}}\), infinity, \(V_\infty\) can be represented by any number greater than \(n \times V_{\text{max}}\). Which means that any cost function calculated as \(V_\infty\) or greater can be treated as infinity (defective).

While the configurations that use defective crosspoints will have infinite cost, algorithms can be modified to tolerate defects.

The modification of Simulated Annealing can be succeeded as follows. For the modification for defect tolerance, if the new perturbation (move) uses a defective crosspoint, its cost become infinite (as well as the delta cost) for both crossbar structures and it will automatically be rejected by the Simulated Annealing where \(\Delta \text{Cost} = \infty\) and \(e^{-\infty/\text{Temp}} = 0\). In other words, the Simulated Annealing algorithm will select a defect-free mapping while trying to minimize variations by nature.

For other algorithms to tolerate both variation and defects, the proposed framework can be used as an example and similar approaches can be used for variation optimization while defect tolerance.

### 4.3 Extension for the Crossbar Arrays

A crossbar array is a set of cascaded crossbars where the outputs of a crossbar are connected to the inputs of another crossbar. Therefore, for crossbar arrays, not only the optimization of a single crossbar, but also the optimization of the whole array is required. Since changing the output (input) mapping of a crossbar affects the input (output) mapping of the adjacent crossbars, individual crossbars cannot be mapped independently. Here, in this study, we also recommend a method to solve this problem.
Similar to Simulated Annealing algorithm, we can first determine a random crossbar. Then, we can try to optimize this crossbar based on IMV, OMV, or IMV/OMV. It should be noted that any move in a crossbar will also affect the other adjacent crossbars. This algorithm can be repeated for any arbitrary number.

begin
\[ rc = \text{random}(1..N) \]
\[ rm = \text{random}(1..3) \]
if \((rm == 1)\) then
    \[ \text{Optimize}(\text{crossbar}_{rc}, \text{IMV}) \]
else if \((rm == 2)\) then
    \[ \text{Optimize}(\text{crossbar}_{rc}, \text{OMV}) \]
else if \((rm == 3)\) then
    \[ \text{Optimize}(\text{crossbar}_{rc}, \text{IMV, OMV}) \]
end

**Algorithm 3**: Exhaustive Search algorithm for nano crossbars
Chapter 5

Experimental Studies

The proposed algorithms are implemented to show the effectiveness. In this chapter, the experimental setup and experimental results for both crossbar structures are explained.

5.1 Experimental Setup

For the comparison of the proposed framework for crossbars, we implemented the algorithm for both of the objectives proposed in Chapter 3. While different move (perturbation) choices will affect the reduction in the objectives, we applied different moves in the input assignment (IN), output assignment (OUT), and both of them (IN/OUT). Since it is infeasible to apply exhaustive search for large crossbars (requires $n! \times m!$ different possible mappings), we first compared the proposed method (using Simulated Annealing) with exhaustive search only for small crossbars (with a size of $6 \times 6$). Then, the effect of the constraints were investigated for larger crossbars. In addition, we extended the framework for both defect tolerance and crossbar arrays.

For the experimental studies, to represent the real case structure of function matrices, FMs were randomly generated based on an expected average value of Crosspoint Usage Ratio (CR) and Output Usage Ratio (OR). CR is the average percentage of crosspoints used in a crossbar in during typical logic mapping (e.g. 30% or 40%), and OR is the average percentage of vertical nanowires used for output mapping. During the experiments, only OR has been set as $OR = 80\%$. In addition to FMs,
VMs were generated with a Gaussian distribution with a mean of 50 ($\mu = 50$) and a variance of 16 ($\sigma = 16$) since delay variations typically follow normal distribution.

### 5.2 Experimental Study for FET Based Crossbars

In order to evaluate the effectiveness for FET based crossbars, in terms of accuracy and runtime reduction, we have compared the proposed method against an exact method based on exhaustive search. The exhaustive method uses all the permutations to find the exact solution. Therefore, for an $n \times m$ crossbar, exhaustive search requires $n! \times m!$ iterations. Since exhaustive method is only tractable for very small crossbars, we have presented results for only $6 \times 6$ crossbars.

While comparing the exhaustive search and Simulated Annealing, 250 pairs of FM and VM are generated based on the constraints mentioned in Section 5.1. Table 5.1 presents the results for Variation Unaware Mapping in which the first possible mapping is used (without consideration of VM) for comparison purposes (i.e. random mapping (RAND)), exhaustive search (EXH), and the proposed Simulated Annealing (SA). For this comparison, both of the objectives have been focused and during the experiments OR is chosen as OR = 80% under different CR constraints. The cost objectives are presented as a percentage overhead with respect to the exact method as follows. The normalized average results presenting the misoptimization were gathered for SA as $\frac{\text{delay}(SA) - \text{delay}(EXH)}{\text{delay}(EXH)}$ and for RAND, $\frac{\text{delay}(RAND) - \text{delay}(EXH)}{\text{delay}(EXH)}$. In addition, the runtime overheads were calculated using $\frac{\text{time}(EXH)}{\text{time}(SA)}$.

Table 5.1: Comparison of Variation unaware mapping (random, RAND), exact method (EXH), and Simulated Annealing (SA)

<table>
<thead>
<tr>
<th>Objective 1</th>
<th>Objective 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAND</td>
<td>EXH</td>
</tr>
<tr>
<td>Inaccuracy (CR=30%)</td>
<td>47.03%</td>
</tr>
<tr>
<td>Inaccuracy (CR=50%)</td>
<td>36.60%</td>
</tr>
<tr>
<td>Runtime Overhead</td>
<td>–</td>
</tr>
</tbody>
</table>

In addition to the average normalized results, the histogram for the costs are presented in Figure 5.1. In x-axis, the cost distribution is shown where for a FET based crossbar, cost is calculated by summing the used crosspoint VM values. In y-axis, the frequency (the number of occurrences) of each cost is shown.
As the average results (Table 5.1) present, the proposed framework is useful especially for Objective 1. The results obtained using SA and EXH are very close with respect to RAND, especially considering a performance increase of 320x. In addition, the histograms for these experiments (Figure 5.1) show that the cost distribution is getting closer to 0 cost by applying the proposed method. Also, the proposed method shows a close cost distribution to the cost distribution of EXH.

Additionally, we have studied the effect of constraints in moves (IN, OUT, IN/OUT) as well as the crosspoint usage ratio on the optimization results for larger FET based crossbars. Table 5.2 presents the average effect of constrained moves in the final cost functions for two optimization objectives, for various values of crosspoint usage ratio (CR) in 16 × 16 crossbars and Figure 5.2 shows the histogram of the Objective 1 where Figure 5.3 shows the histogram of the Objective 2. In these experiments, 1000 random VM and FM are generated using the same idea expressed above. The average results show the reduction in unaware mapping using $\frac{\text{delay(SA)} - \text{delay(RAND)}}{\text{RAND}}$ (i.e. negative values show that the cost is reduced).

Table 5.2: Constrained vs. unconstrained optimizations

<table>
<thead>
<tr>
<th>CR</th>
<th>Objective 1</th>
<th>Objective 2</th>
</tr>
</thead>
</table>
|     | IN          | OUT         | IN/OUT  
|     | IN          | OUT         | IN/OUT  
| 30% | -16.57%     | -21.68%     | -27.74%  
| 50% | -10.85%     | -18.62%     | -22.25%  
| 70% | -15.21%     | -20.34%     | -25.54%  
| 90% | -12.67%     | -19.23%     | -24.54%  |
It should be noted that the best optimization is gathered using the moves IN/OUT (moves in both input and output mapping vectors). Since the OR is not 100% meaning that not all outputs are used, there are some spare nanowires for output moves which gives us better optimization than input moves when output moves are used. The importance of this approach can be better understood with crossbar arrays. While for crossbar arrays, the outputs of crossbar (i) is the inputs of the next crossbar (i+1), moves cannot be decided independently. Therefore, not only the movements of IN/OUT, but also only IN and only OR should be effective. The experiments show that these methods are effective for the optimization of crossbars.
Moreover, the proposed method has also been investigated for various sizes of crossbars. The method has been compared for both average cost reduction \( \frac{\text{delay}(SA) - \text{delay}(\text{RAND})}{\text{delay}(\text{RAND})} \) and time comparison (i.e. time for the proposed method in seconds). The results are shown in Figure 5.4. It should be noted that while crossbar size increases the cost reduction reduces since it gets more difficult to obtain a better mapping. In addition, the increase in runtime depends on the size of crossbars \((n \text{ and } m)\) as well as the inner loop increase (as mentioned Section 4.2).

\[\text{Figure 5.4: The comparison of runtime and cost reduction (for Optimization 1) for various sizes of crossbars.}\]

Furthermore, we present experimental results for the augmentation of the proposed technique to handle defects. Since the Simulated Annealing is based on random perturbations, whenever the new mapping uses any defective crosspoints (resulting in \(\infty\) cost), it will automatically be rejected. However, when defect density and crosspoint usage ratio are high, all random perturbations may result in defective mapping. In that case, at the end of the execution of Simulated Annealing, no defect-free mapping can be obtained. To evaluate the success of this approach for defect and variation tolerance, we measure ratio of the number of cases where a defect-free mapping with reduced variation can successfully be generated at the end of the execution of Simulated Annealing, over the total number of simulations.

Different crossbar sizes of \(8 \times 8\) and \(16 \times 16\) have been considered. For each data point, 1000 pairs of FM and VM were generated and defects based on defect density of \(d = 5\%\) and \(d = 10\%\) were randomly injected in VM (as entries with \(\infty\) values). The results for various defect densities are provided in Table 5.3.
Table 5.3: Success rate in defect-free mapping for diode based crossbars

<table>
<thead>
<tr>
<th>Size</th>
<th>RAND</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>8×8, CR = 30%</td>
<td>54.8%</td>
<td>100%</td>
</tr>
<tr>
<td>8×8, CR = 50%</td>
<td>28.8%</td>
<td>100%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>5.6%</td>
<td>100%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>0.8%</td>
<td>85%</td>
</tr>
</tbody>
</table>

In this experiment, it is shown that the success rate drops with larger sizes of crossbars as well as higher crosspoint usage ratio. This is because in an $n \times n$ crossbar with defect density $d$ and crosspoint usage ratio $c$, the probability that a given mapping is defect free can be formulated as $\left(\lceil n^2 c \rceil \right)^{1-d}$. As this probability drops, the success ratio of Simulated Annealing reduces accordingly. However, when compared to variation unaware mapping (RAND), Simulated Annealing (SA) is still able to find a defect free mapping by using the moves both input and output mapping vectors.

5.3 Experimental Study for Diode Based Crossbars

In addition to FET based, the effectiveness of the proposed method has been studied for diode based crossbars. While exhaustive search is only tractable for small crossbars, here, we present the results for only 6×6 crossbars.

While comparing the exhaustive search and Simulated Annealing, 250 pairs of FM and VM are generated based on the constraints mentioned in Section 5.1. Table 5.4 presents the average results for variation unaware mapping, exhaustive search, and Simulated Annealing for cost minimization of both objectives. Furthermore, the cost histogram for diode based crossbar using RAND, SA, and EXH are shown in Figure 5.5. The results present that this technique is also applicable for diode based crossbars.
Table 5.4: Comparison of Variation unaware mapping (random, RAND), exact method (EXH), and Simulated Annealing (SA)

<table>
<thead>
<tr>
<th></th>
<th>Objective 1</th>
<th></th>
<th>Objective 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RAND</td>
<td>EXH</td>
<td>SA</td>
<td>RAND</td>
</tr>
<tr>
<td>Inaccuracy (CR=30%)</td>
<td>39.73%</td>
<td>-</td>
<td>17.64%</td>
<td>425.85%</td>
</tr>
<tr>
<td>Inaccuracy (CR=50%)</td>
<td>29.32%</td>
<td>-</td>
<td>13.85%</td>
<td>283.53%</td>
</tr>
</tbody>
</table>

Figure 5.5: The histogram of costs for a 6 × 6 FET based crossbar.

In addition, the effect of the constraints in moves have been studied also for diode based crossbars. Table 5.5 presents the effect of constrained moves in the final cost functions, for 16 × 16 crossbars using different crosspoint usage ratios. In the experiment, 1000 random VM and FM are generated using the same idea expressed above. The results are normalized to the cost of unconstrained (IN/OUT) moves as shown before. In addition to the normalized results, the cost distributions are shown in Figure 5.6 for Optimization 1 and Figure 5.7 for Optimization 2. The results present that the best optimization is gathered using the moves both in input and in output (IN/OUT). The histograms also show that the distribution of the cost is reduced to a better cost for both objectives (Objective 1 and Objective 2).

Table 5.5: Constrained vs. unconstrained optimizations

<table>
<thead>
<tr>
<th>CR</th>
<th>Objective 1</th>
<th>Objective 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IN</td>
<td>OUT</td>
</tr>
<tr>
<td>30%</td>
<td>-19.81%</td>
<td>-10.43%</td>
</tr>
<tr>
<td>50%</td>
<td>-15.68%</td>
<td>-7.73%</td>
</tr>
</tbody>
</table>
Moreover, the runtime and the average cost reduction for various sizes of crossbars have also been investigated for diode based crossbars. The results provided in Figure 5.8 show the similar results with FET based crossbars: the runtime increases with the size of crossbars (based on $n$ and $m$ for $n \times m$ crossbar and based on inner loop calculation) and the cost reduction decreases with the crossbar sizes.

In addition to the optimization of diode based crossbars, defect tolerance is investigated in Table 5.6. For the experiments 1000 FMs and VMs were created using the idea mentioned in Section 5.1.

It should be noted that the proposed method is suitable also for defect tolerance for
Figure 5.8: Runtime and cost reduction (for Optimization 1) comparison for various sizes of diode based crossbars.

Table 5.6: Success rate in defect-free mapping for diode based crossbars

<table>
<thead>
<tr>
<th>Size</th>
<th>RAND</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>8×8, CR = 30%</td>
<td>54.8%</td>
<td>100%</td>
</tr>
<tr>
<td>8×8, CR = 50%</td>
<td>28.8%</td>
<td>100%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>5.6%</td>
<td>100%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>0.8%</td>
<td>97%</td>
</tr>
<tr>
<td>8×8, CR = 30%</td>
<td>23.8%</td>
<td>100%</td>
</tr>
<tr>
<td>8×8, CR = 50%</td>
<td>78.0%</td>
<td>99.1%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>0.4%</td>
<td>95.2%</td>
</tr>
<tr>
<td>16×16, CR = 30%</td>
<td>0.0%</td>
<td>30.1%</td>
</tr>
</tbody>
</table>

diode based crossbars. The results in Table 5.6 show that while RAND mapping fails (0% of successful mapping), the proposed method is still able to find a suitable mapping for the diode based crossbars.

5.4 Experimental Study for Crossbar Arrays

In addition to the optimization of crossbars, crossbar arrays should be considered. In this section, the experimental results for crossbar arrays are presented. For the experiments, the proposed algorithm in Section 4.3 based on Simulated Annealing
was used. It should be noted that the algorithm first decides movement (IN, OUT or IN/OUT) and then tries to optimize the crossbar array.

The Table 5.7 shows the cost reduction of the proposed method with Simulated Annealing. For these experiments, 1000 were run for both FET and diode based crossbar arrays. VMs were generated based on a Gaussian distribution with a mean of 50 and variance of 16. FMs were generated randomly based on $CR = 30$ and $OR$ was chosen as $OR = 80\%$. The crossbar arrays were cascaded using 10 crossbars with a size of $16 \times 16$. The results show the comparison as the cost with respect to variation unaware mapping. The negative percentages show that the proposed technique is able to reduce the delay.

| Table 5.7: Cost comparison for crossbar arrays (10 16x16 crossbars are cascaded) |
|----------------------------------|------------------|------------------|
|                                  | CR=30%           | CR=50%           |
|                                  | RAND SA          | RAND SA          |
| FET based                        | -19%             | -19%             |
| Diode based                      | -14%             | -12%             |

In these experiments, comparison is shown as normalized values of SA to RAND values ($\frac{delay(SA) - delay(RAND)}{delay(RAND)}$). The proposed method fits to the extension of crossbar arrays. However, while $CR$ increases, the cost reduction decreases since it gets more difficult to obtain a more suitable configuration.
Chapter 6

Conclusions

With the extreme shrinking in feature size of CMOS based technologies, some issues are getting extremely important such as tremendous power dissipation, parasitic issues, direct tunneling, increase in manufacturing cost, etc. So far, these issues have been successfully handled using conventional top-down manufacturing strategy. However, for future systems, it seems that handling these issues will not be feasible. On the other hand, a new arising technology scheme, bottom-up approach, have been presented where nanowires, Carbon nanotubes, other devices can be manufactured beyond the top-down manufacturing limits.

Even though emerging nanoscale devices using bottom-up approach seems exciting for future systems, the benefits come with a cost. The inherent lack of control in stochastic bottom-up self-assembly nanofabrication as well as atomic device size makes high defect rates and increased variations as major challenges for systems built using emerging nanoscale devices. Even defect-free nanodevices (nanowires, crosspoints, and contacts), by nature, exhibit extreme variations in device characteristics.

In this study, we have presented a variation tolerant logic mapping technique for different crossbar structures, namely for FET based and diode based nano crossbars. We took advantage of programmability and interchangeability of nano architectures to be able to map the function while tolerating variations (delay). We formulated this optimization problem using Simulated Annealing. A path delay testing procedure to obtain delay/variation values was presented. Next, we extended the framework for defect tolerance. While logic function implementations require extremely large
crossbars, we defined crossbar arrays where crossbars are cascaded to each other. We visited the crossbar arrays using the proposed framework.

In order to compare the effectiveness of the proposed techniques, experimental results are presented. During the experiments, both FET and diode based crossbars were studied. The experimental results show that the proposed techniques are able to reduce the effect of variation under different constraints. When compared to the exhaustive search (the possible minimum cost) for small crossbars (with a size of $6 \times 6$), Simulated Annealing succeeds to optimize the circuits as effective as exhaustive search. For larger crossbars, Simulated Annealing is able to optimize crossbars (both FET and diode based crossbars) as well. When defect tolerance is considered, the experimental studies show that the proposed method fits very good. It should be noted that when compared to exhaustive search methods, the proposed framework is 3-4 orders of magnitude faster for every cases. Therefore, it can be applied for both variation and defect tolerance. When the crossbar arrays are considered, the framework is applicable especially for low $CR$ values.
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